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CentOS system administrator how-tos

A system administrator provides the infrastructure that lets site administrators, project managers and members collaborate
effectively.

Install CollabNet TeamForge 6.1.1 on CentOS

When you finish this sequence of tasks, you will have a working TeamForge 6.1.1 site tailored to the specific requirements
of your user base and environment.

Installing TeamForge is not difficult, but it can be complex. To succeed, you should be familiar with essential Linux
commands and terminology. Most commands are given explicitly, but you will sometimes have to substitute values
corresponding to your own specific environment.

Note: For the hardware and software required to run TeamForge, see Hardware and software requirements for
CollabNet TeamForge on a virtual machine.

Plan your CollabNet TeamForge 6.1.1 installation

Before you install TeamForge 6.1.1, let's take a look at the product from a system administrator's perspective, so that
you know exactly what you are getting into.

Overview
A TeamForge site consists of a core TeamForge application and several tightly integrated services that support it.

» The core TeamForge application provides the Web interface that users see, and the API that other applications can
interact with. It also includes the file system where some user content is stored, such as wiki pages.

» The site database is where most of the user-created content is stored and accessed. Documents, discussion posts,
tracker artifacts, project administration settings: all that sort of thing lives in the database.

« The source control server ties any number of Subversion, CVS or Perforce repositories into the TeamForge site.
These links are called "integrations" because they provide rich two-way coupling, not just a link, between the features
of the source control tool and the features of the TeamForge site.

« The reporting server pulls data from the site database to populate graphs and charts about how people are using the
site.

» The datamart is an abstraction of the site database, optimized to support the reporting functionality.

Install sequence

TeamForge supports multiple options for customizing and expanding your site to fit your organization's unique use
patterns.

In the default setup, all services run on the same box as the main TeamForge application. But in practice, only the
TeamForge application needs to run on the TeamForge application box. The other services can share that box or run on
other boxes, in almost any combination. When you spread your services around to multiple boxes, you must do some
configuration to handle communication among the services.

You should assess your own site's particular use patterns and resources to decide how to distribute your services, if at
all. For example, if you anticipate heavy use of your site, you will want to consider running the site database, the source
control service, or the reporting engine on separate hardware to help balance the load.

CollabNet has extensively tested six typical configurations:

« Out of the box: Everything runs on one machine. Perfect for sites with fewer than 100 users.
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« Coder's playground: Everything runs on one box except source control, which has its own box.

» Project office: Everything runs on one box except the reporting data. Site administrators can run frequent reports
without overloading the rest of the site.

« Project office, high volume: For the larger site. Source control and the reporting data get their own server.

« DBA's choice, high volume: Both databases share a box (and a single PostgreSQL instance) and source control has
its own box.

» DBA's choice, with Oracle: Both databases share a box (and a single Oracle instance) and source control has its own
box.

You can adopt one of these configurations, or you can make up a configuration of your own.

PostgreSQL or Oracle?

PostgreSQL 9.0 is installed automatically when you install TeamForge 6.1.1. Oracle 11 (R1 and R2) is also supported.
If you intend to use Oracle, CollabNet recommends that you let the installer run its course, make sure things work
normally, and then set up your Oracle database and switch over to it.

Choose your hardware
TeamForge can run on a wide range of hardware configurations.

» For a small team, you can install it on any laptop that can run VMware Player.
< Inalarge organization, you may need multi-processor hardware with NFS storage and multiple layers of redundancy.

Most sites will need something in between. For the minimal requirements, see Hardware requirements for CollabNet
TeamForge 6.1.1 on page 97.

You're on CentOS 5.6, right?

Installing TeamForge on CentOS is very similar to installing on any of the other supported environments, but there are
differences that can throw you off. As you go through these steps, it's worth stopping occasionally to make sure the page
you are reading corresponds to the platform you are using.

I Note: TeamForge 6.1.1 runs on SUSE Linux Enterprise Server 11 SP1 as well as Red Hat Enterprise Linux 5.6
and CentOS 5.6. Red Hat 5.4 and CentOS 5.4 are also supported, but we recommend using the latest supported
version. You can use either the 64-bit or the 32-bit architecture of any supported OS.

Set up networking for your TeamForge box

After installing the operating system, prepare the networking connections and configuration that your TeamForge 6.1.1
site will require.

. Note: You must have root access to all the hosts you will be setting for your site.

1. Open the appropriate ports, and close all other ports.

Note: Expose only the JBOSS and Tomcat ports that are required for integration with another application,
and open them only to that specific host IP address, even within your internal network.

For detailed port requirements, see What are the minimum ports to keep open for a TeamForge site? on page 155
2. Use the hostname command to verify that the machine name is resolvable on the network.

hostname
bigbox.supervillain.org

3. Use the nslookup command to verify that your hostname maps to the right IP address.

nslookup bigbox.supervillain.org
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Server: 204.16.107.137
Address: 204.16.107.137#53

0 Tip: If there is any doubt about what the system's real IP address is, use the /sbin/ifconfig command.

4. If you are installing behind a proxy, specify your proxy settings.

export
http_proxy=http://<PROXY_USERNAME>:<PROXY_PASSWD>@<PROXY_ HOST>:<PROXY_PORT>

5. If any mail service is running on port 25, stop it and make sure it won't restart.
For example:

/sbin/service sendmail stop
/sbin/chkconfig sendmail off

6. Use atool such as Nessus to scan your server for potential vulnerabilities.

(See What are the minimum ports to keep open for a TeamForge site? on page 155 for detailed security
recommendations.)

Install TeamForge 6.1.1 the easy way

The easiest way to install TeamForge is to install on a single box, dedicated to TeamForge only, taking the default
configuration settings. We call this a "dedicated" install.

Important: Itis critical that you start with a fresh machine, with no software installed apart from the boot
loader. You must have root access to the server.
1. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

' Important: Don't customize your installation. Select only the default packages list.

2. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

3. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.

5. Install the TeamForge application.
yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

. Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils
2. Check for duplicate packages.

package-cleanup --dupes


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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3. Clean up the older packages, if any.

package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

Set up your site's master configuration file.
vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

' Note: Vi is given as an example. Emacs, gedit, or any other *nix text editor will also work.

At this stage, we'll make the minimal modifications required to set up a usable TeamForge 6.1.1 site.
a) Edit the DOMAIN_localhost variable to point the site's URL to the server where the site is running.
Use this format:

DOMAIN_localhost=<domain_name>

For example, suppose SuperVillain Inc. wants its development site to have the URL
https://worlddomination.supervillain.org. The DOMAIN_localhost variable will look like this:

DOMAIN_localhost=worlddomination.supervillain.org

b) Review the DATABASE variables.
You may want to substitute your own values for the default database names, user names and passwords.

¢) Turn on the new site-wide reporting functionality by adding the REPORTS_* variables.
See Turn on site-wide reporting on page 86 for details.

d) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

€) ¢ Important: It is mandatory that you include the SCM_DEFAULT _SHARED_SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

Set up the initial site data.

./bootstrap-data.sh

Start TeamForge.

/etc/init.d/collabnet start

Apply some finishing touches and make sure everything is running smoothly.
a) Turnon SSL for your site by editing the relevant variables in the site-options.conf file.
See Set up SSL for your TeamForge site on page 81.

b) Reboot the server and make sure all services come up automatically at startup.
c) On CentOS, Apache may not automatically start up after a reboot. To ensure that it does, run this command now:



CollabNet TeamForge 6.1.1 | CentOS system administrator how-tos | 11
/sbin/chkconfig --level 2345 httpd on

d) Log into your site as the administrator.
The value of the DOMAIN variable in the site-options.conT file is the URL to log into.
e) Install a project template.

TeamForge comes with a sample project template that showcases some of the platform's most interesting features.
Site administrators and project managers can use this template to jump-start projects without a lot of manual
setup steps. See Install project templates on page 79.

f) Create a sample project.
See Create a TeamForge project.

g) Write a welcome message to your site's users.
See Create a site-wide broadcast.

Install TeamForge the advanced way
If you need maximum flexibility and control over your TeamForge site, you'll want an "advanced" install.

Your TeamForge site consists of a collection of services that work together. You can host these services on one box or
on different boxes, in whatever combination works best for your conditions.

In an "advanced" install, you'll identify the hosts on which the various components of your TeamForge site will run.
For each machine that's part of your site, you'll set up the needed services and define how and where each service runs,
and how they communicate with each other.

In principle, a multi-box TeamForge site can have its services running in a wide variety of combinations on an undefined
number of boxes. However, real-world sites tend to follow one of the following patterns, depending on the specific
needs of the community of site users.

Option 1: Install all TeamForge 6.1.1 services on a single box
In Option 1, we install the database, the reporting service, source control, and the datamart (reporting database) on the
main application box.

This is not the same as a dedicated install, even though it uses a single box. See Do I need an advanced TeamForge
installation? on page 153

Note: Inthis example, we will use a separate port for the reporting database. This can help improve the perceived
speed of a site when database utilization is high. If you want the reporting database to share port 5432 with the
site database, omit the REPORTS_DATABASE_PORT variable. See Option 2: Install TeamForge 6.1.1 with
source control on a separate box on page 15 for an example.

Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

' Important: Don't customize your installation. Select only the default packages list.

Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.


http://help.collab.net/topic/teamforge610/action/creatingaproject.html
http://help.collab.net/topic/teamforge610/action/siteadmin-createsitewidebroadcast.html
http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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5. Install the TeamForge application.

yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-app teamforge-scm teamforge-database
teamforge-etl

6. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small._conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

7. Configure the site-options.conf file

a)

b)

vi conf/site-options.conf

Identify the box and the services running on it.

HOST_localhost=app etl database datamart subversion cvs
DOMAIN_localhost=<myappbox.domain.com>

Configure the database and the datamart, substituting your own values for the defaults where appropriate.

. Tip: For more information about configuring variables, see site-options.conf on page 113

DATABASE_TYPE=postgresqgl
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd
DATABASE_NAME=ctfdb

DATABASE_MAX_ POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_NAME=ctfrptdb

These options are optional:

REPORTS_DATABASE_READ_ONLY_USER=ctfrptreadonly
REPORTS_DATABASE_READ_ONLY_PASSWORD=rptropwd
ETL_SOAP_SHARED_ SECRET=<arbitrary_string>
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SOAP_ANONYMOUS_SHARED_SECRET=<arbitrary_string>
REPORTS_DATABASE_PORT=5632

Tip:

¢ The database name and user name values are arbitrary alphanumeric strings.

c¢) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, View\VVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
d) ¢ Important: It is mandatory that you include the SCM_DEFAULT_SHARED_ SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
e) Don't forget to save the file.

8. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

9. Set up the site database.
a) Point the database to the local machine.

su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data
vi /var/lib/pgsql/9.0/data/postgresgl .conf

listen_addresses = "127.0.0.1,<IP address of database box>"
b) Configure database access for the site database.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

local all all
trust
# 1Pv4 local connections:
host all all 127.0.0.1/32
trust
# IPv6 local connections:
#host all all ::1/128
trust
host <DATABASE_NAME> <DATABASE_USERNAME <IP address of app box>/32
md5

10. Set up the reporting database (datamart).

I Note: You can skip this step if one of these is true:

* You are not providing site-wide reporting.
< You are providing reporting, and your reporting database will share port 5432 with your site database.
In this case, just add these two lines to /var/lib/pgsql/9.0/data/pg_hba.conf:

host <REPORTS DATABASE_ NAME> <REPORTS_ DATABASE_ USERNAME> <IP
address of this box>/32 md5
host <REPORTS DATABASE NAME> <REPORTS DATABASE READ ONLY_ USERNAME> <IP

address of this box>/32 md5

a) Point the datamart to the local machine.
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b)

/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/reports

vi /var/lib/pgsql/9.0/reports/postgresql.conf

listen _addresses = "127.0.0.1,<IP address of datamart box>"

port=5632
Configure access for the datamart.

vi /var/lib/pgsql/9.0/reports/pg _hba.conf

local all all
trust

# 1Pv4 local connections:

host all all

127.0.0.1/32 trust

# IPv6 local connections:

#host all all
trust

host <REPORTS DATABASE NAME> <REPORTS DATABASE_ USERNAME>
address of this box>/32 md5

::1/128

<IP

host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_READ ONLY USERNAME> <IP

address of this box>/32 md5

11. Start PostgreSQL.

exit
/etc/init.d/postgresql-9.0 start

12. Create the databases.

a)

b)

c)

su - postgres

Site database:

createuser -P -S --createdb --no-createrole <ctfdatabase username>

createdb -E UTF8 -0 <ctfdatabase username> <ctfdatabasename>

Reporting database:

createuser -p <reports_database_port> -P -S --createdb --no-createrole

<reports_database_ username>

createuser -p <reports_database port> -P -S --createdb --no-createrole

<reports_database_readonlyusername>

createdb -p <reports_database_port> -E UTF8 -0 <reports database username>

<reports_database_name>

Note:

« For the passwords, use the same passwords you recorded in the site-options.conf

file.
e To specify a non-default port, add the -p option.

Restart PostgreSQL.

exit
/etc/init.d/postgresql-9.0 restart

13. Set up the initial site data.
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cd /opt/collabnet/teamforge-installer/6.1.1.0
./bootstrap-data.sh

14. Swap in the new Apache configuration file.

cd /etc/httpd/cont

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init._d/httpd start

15. Start TeamForge.

/etc/init.d/collabnet start

' Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,
you may get a false failure message from JBoss, like this:
Jboss (app) (localhost:8080) ..... ... ... ................. failed to start

in 600 seconds, giving up now. Please check the log:
/opt/col labnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.

Option 2: Install TeamForge 6.1.1 with source control on a separate box
In Option 2, we install the site database, the datamart and the reporting service on the main application box and source
control services on a separate box. This can help on a site with heavy source code commit or checkout traffic.

Note: Inthis example, we will use the same port for the site database and the reports database. This is the default
setting. When heavy traffic is expected, it can be a good idea to use port 5632 for the reporting database. See
Option 1 for an example.

Do this on the main TeamForge application server. We'll call this my. app. box.
1. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
« See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

2. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

3. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot
4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to /etc/yum.repos.d/.
5. Install the TeamForge application and reporting service.

yum install teamforge-app teamforge-database teamforge-etl

' Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-app teamforge-database
teamforge-etl

6. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

7. Configure the site-options.conf file

a)

b)

)

d)

vi conf/site-options.conf

Identify the boxes and the services running on them.

HOST_localhost=app etl database datamart
DOMAIN_localhost=<myappbox.domain.com>
HOST_<mycodebox.domain.com>=subversion cvs

Configure the database and the datamart.

. Tip: For more information about configuring variables, see site-options.conf on page 113

DATABASE_TYPE=postgresqgl
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd

DATABASE_NAME=ctfdb

DATABASE_MAX_ POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_NAME=ctfrptdb
REPORTS_DATABASE_READ_ONLY_USER=ctfrptreadonly
REPORTS_DATABASE_READ_ONLY_PASSWORD=rptropwd
ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED SECRET=<arbitrary_string>

. Tip: All the database names, user names and passwords values are arbitrary alphanumeric strings.

If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
Important: It is mandatory that you include the SCM_DEFAULT_SHARED_ SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.
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Remember that you need to use that same key in the external SCM integration server also.
e) Don't forget to save the file.

8. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./install_.sh -r -1 -V

9. Set up the site database.
a) Point the database to the local machine.

Su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data/
vi /var/lib/pgsql/9.0/data/postgresql .conf

listen_addresses = "127.0.0.1,<IP address of database box>"

b) Configure database access.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

# "local'™ is for Unix domain socket connections only

local all all
trust
# IPv4 local connections:
host all all
127.0.0.1/32 trust
# IPv6 local connections:
host <DATABASE_NAME> <DATABASE USERNAME>

<IP address of my.app.box>/32 md5
host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_USERNAME>

<IP address of my.app.box>/32 md5
host <REPORTS_DATABASE_NAME>
<REPORTS_DATABASE_READ_ONLY_USERNAME> <IP address of my.app.box>/32 md5

exit
/etc/init.d/postgresql-9.0 start

10. Create the databases.
su - postgres
a) Site database:

createuser -P -S --createdb --no-createrole <ctfdatabase username>
createdb -E UTF8 -0 <ctfdatabase username> <ctfdatabasename>

b) Reporting database:

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database username>

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_readonlyusername>

createdb -p <reports_database_port> -E UTF8 -0 <reports database username>
<reports_database_name>
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Note:

¢ For the passwords, use the same passwords you recorded in the site-options.conf
file.

¢ To specify a non-default port, add the -p option.

c) Restart PostgreSQL.
exit
/etc/init._d/postgresql-9.0 restart
11. Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./bootstrap-data.sh

12. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

13. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf _old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

Do this on the source code server. We'll call this ny. code. box.
14. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

' Important: Don't customize your installation. Select only the default packages list.

15. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

16. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot
17. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.
18. Install the TeamForge source control service.

yum install teamforge-scm

' Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils
2. Check for duplicate packages.

package-cleanup --dupes


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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3. Clean up the older packages, if any.
package-cleanup --cleandupes
4. Rerun the yum installer.

yum install teamforge-scm

19. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

20. Configure the site-options.conf file
a) Identify the boxes and the services running on them.

NODE_NAME=localhost

HOST localhost=subversion cvs
DOMAIN_localhost=<mycodebox.domain.com>
HOST_<myappbox.domain.com>=app database

b) Configure the database connection.

DATABASE_TYPE=postgresql
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd
DATABASE_NAME=ctfdb

c) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

d) Use the shared secret key, SCM_DEFAULT_SHARED_SECRET, from the site-options.conf file on the
primary TeamForge server.

e) Don't forget to save the file.

21. Re-create the runtime environment.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./install.sh -r -1 -V -b

22. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

23. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf _old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

24, Start TeamForge.

/etc/init.d/collabnet start tomcat
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Do thison my. app. box:
25. Start TeamForge.

/etc/init.d/collabnet start

Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,
you may get a false failure message from JBoss, like this:
Jboss (app) (localhost:8080) . ... .. i aiaaann- failed to start

in 600 seconds, giving up now. Please check the log:
/opt/col labnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.

Option 3: Install TeamForge 6.1.1 with reporting data on a separate box

In Option 3, we install the database, the reporting service and source control on the main application box and the datamart
(reporting database) on a separate box. This enables site administrators to monitor activity closely without overloading
the rest of the site.

In this example, we will specify a separate port for the reports database. By default, both the site database and the
reporting database use port 5432, but when heavy traffic is expected, it can be a good idea to use port 5632 for the
reporting database.

Note: If the remote machine where the datamart will run is not under your direct control, check with the DBA
or other person in charge of that resource to make sure you can carry out these instructions on that box.

Do this on the main TeamForge application server. We'll call this my. app. box.
1. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

I Important: Don't customize your installation. Select only the default packages list.

2. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

3. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum. repos.d/.

5. Install the TeamForge application and the database, reporting and source control services.
yum install teamforge-app teamforge-database teamforge-etl teamforge-scm

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti Is package, if it isn't already installed.
yum install yum-utils
2. Check for duplicate packages.

package-cleanup --dupes


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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3. Clean up the older packages, if any.
package-cleanup --cleandupes
4. Rerun the yum installer.

yum install teamforge-app teamforge-database teamforge-etl
teamforge-scm

. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small._conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

. Configure the site-options.conffile.

a)

b)

d)

e)

vi conf/site-options.conf

Identify the boxes and the services running on them.

HOST_localhost=app database subversion cvs etl
DOMAIN_localhost=<myappbox.domain.com>
HOST_<mydatamartbox.domain.com>=datamart

Configure the database and the datamart.

. Tip: For more information about configuring variables, see site-options.conf on page 113.

DATABASE_TYPE=postgresql
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd

DATABASE_NAME=ctfdb

DATABASE_MAX_POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_NAME=ctfrptdb
REPORTS_DATABASE_READ ONLY_ USER=ctfrptreadonly
REPORTS_DATABASE_READ ONLY_ PASSWORD=rptropwd
ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED_SECRET=<arbitrary_ string>
REPORTS_DATABASE_PORT=5632

' Tip: The database name and user name values are arbitrary alphanumeric strings.

If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
Important: It is mandatory that you include the SCM_DEFAULT_SHARED_SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
Don't forget to save the file.
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8. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install.sh -r -1 -V

9. Set up the site database.
a) Point the database to the local machine.

su - postgres

/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data

vi /var/lib/pgsql/9.0/data/postgresgl .conf
listen_addresses = "127.0.0.1,<IP address of database box>"

b) Configure database access.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

local all all
trust

# IPv4 local connections:

host all all 127.0.0.1/32
trust

# IPv6 local connections:

#host all all ::1/128
trust

host <DATABASE_NAME> <DATABASE USERNAME> <IP address of

my.app -box>/32 md5

exit
/etc/init.d/postgresql-9.0 start

c) Create the site database.

sSu - postgres

createuser -P -S --createdb --no-createrole <ctfdatabase username>
createdb -E UTF8 -0 <ctfdatabase username> <ctfdatabasename>

exit

/etc/init.d/postgresql-9.0 restart

10. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

Do this on the datamart server. We'll call this ny. dat amar t . box.
11. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help

' Important: Don't customize your installation. Select only the default packages list.

12. Install PostgreSQL 9.0.
See the PostgreSQL docs for support.

13. Set up the reporting database (datamart).
a) Point the database to the local machine.


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.postgresql.org/docs/8.4/interactive/installation.html
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su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/reports
vi /var/lib/pgsql/9.0/reports/postgresql .conf

listen_addresses = "127.0.0.1,<IP address of my.datamart.box>"
port=5632

b) Configure access for the datamart.

vi /var/lib/pgsql/9.0/reports/pg_hba.conf

local all all
trust
# IPv4 local connections:
host all all
127.0.0.1/32 trust
# 1Pv6 local connections:
#host all all
::1/128 trust
host <REPORTS DATABASE_ NAME> <REPORTS DATABASE USERNAME>
<IP address of my.app.box>/32 md5
host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_READ ONLY_USER>

<IP address of my.app.box>/32 md5
exit

c) Copy the datamart control script from Zopt/col labnet/teamforge/runtime/scriptson
my .app - box to the /tmp directory of my .datamart.box.

mv Zetc/init.d/postgresql-9.0 /etc/init.d/postgresql-9.0_orig
cp /tmp/postgresql_reports /etc/init.d

. Note: The postgresql_reports script is the one to use only if the datamart is running on a different
server from the database, as it is in this example. In all other cases, use the postgresql script.

d) Start the reporting database service.

/etc/init.d/postgresql-9.0_reports start

e) Log inasthe postgres user and create the reporting database.
Use the values from your site-options.conf file.

su - postgres
createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_ username>

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_readonlyusername>

createdb -p <reports_database port> -E UTF8 -0 <reports database username>
<reports database name>

exit
/etc/init._d/postgresql-9.0_reports restart

. Note: To specify a non-default port, add the -p option.

Do thison my. app. box:
14. Set up the initial site data.
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cd /opt/collabnet/teamforge-installer/6.1.1.0
./bootstrap-data.sh

15. Swap in the new Apache configuration file.

cd /etc/httpd/cont

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init._d/httpd start

16. Start TeamForge.

/etc/init.d/collabnet start

' Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,
you may get a false failure message from JBoss, like this:
Jboss (app) (localhost:8080) ..... ... ... ................. failed to start

in 600 seconds, giving up now. Please check the log:
/opt/col labnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.

Option 4: Distribute TeamForge 6.1.1 on three boxes

In Option 4, we install the site database and the reporting service on the main application box, while source control and
the reporting database each get their own box. This can be a way to support the requirements of both coders and
management.

In this example, we will use the same port for the site database and the reports database. This is the default setting. When
heavy traffic is expected, it can be a good idea to use port 5632 for the reporting database. See Option 1 for an example.

Note: If either of the remote machines (the datamart or the source code box) is not under your direct control,
check with the DBA or other person in charge of that resource to make sure you can carry out these instructions
on that box.

Do this on the main TeamForge application server. We'll call this my. app. box.
1. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
« See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

2. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

3. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to /etc/yum.repos.d/.

5. Install the TeamForge application database and reporting service.

yum install teamforge-app teamforge-database teamforge-etl
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Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-app teamforge-database
teamforge-etl

. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small._conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

. Configure the site-options.conf file

a)

b)

vi conf/site-options.conf

Identify your boxes and the services running on them.

HOST_ localhost=app etl database
DOMAIN_localhost=<myappbox.domain.com>
HOST_<mydatamartbox.domain.com>=datamart
HOST_<mycodebox.domain.com>=subversion cvs

Configure the database and the datamart.

. Tip: For more information about configuring variables, see site-options.conf on page 113

DATABASE_TYPE=postgresqgl
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd

DATABASE_NAME=ctfdb

DATABASE_MAX_ POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_NAME=ctfrptdb
REPORTS_DATABASE_READ_ONLY_USER=ctfrptreadonly
REPORTS_DATABASE_READ_ONLY_PASSWORD=rptropwd
ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED SECRET=<arbitrary_string>

. Tip: The database name and user name values are arbitrary alphanumeric strings.
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c) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
d) ¢ Important: It is mandatory that you include the SCM_DEFAULT_SHARED_ SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
e) Don't forget to save the file.

8. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

9. Set up the site database.
a) Point the database to the local machine.

su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data/
vi /var/lib/pgsql/9.0/data/postgresgl .conf

listen_addresses = "127.0.0.1,<IP address of database box>"
b) Configure database access.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

local all all trust
# IPv4 local connections:

host all all 127.0.0.1/32 trust
# IPv6 local connections:

#host all all ::1/128 trust
host <DATABASE_NAME> <DATABASE USERNAME>

<IP address of my.app.box>/32 md5

exit
/etc/init.d/postgresql-9.0 start

c) Log inasthe postgres user and create the site database.

su - postgres

createuser -P -S --createdb --no-createrole <ctfdatabase username>
createdb -E UTF8 -0 <ctfdatabase username> <ctfdatabasename>

exit

10. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

Do this on the datamart server. We'll call this ny. dat amart . box.
11. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
« See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

12. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.
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yum erase postgresgl-libs dovecot

13. Install PostgreSQL 9.0.
See the PostgreSQL docs for support.

14. Set up the reporting database.
a) Point the database to the local machine.

su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/reports
vi /var/lib/pgsql/9.0/reports/postgresql.conf

listen_addresses = "127.0.0.1,<IP address of my.datamart.box>"
b) Configure database access.

vi /var/lib/pgsql/9.0/reports/pg _hba.conf

local all all trust
# IPv4 local connections:

host all all 127.0.0.1/32 trust
# 1Pv6 local connections:

#host all all ::1/7128 trust

host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_USERNAME>
<IP address of my.app-.box>/32 md5
host <REPORTS_DATABASE_NAME>
<REPORTS DATABASE READ ONLY_USERNAME> <IP address of my.app.box>/32 md5

exit

c) Copy the datamart control script from Zopt/col labnet/teamforge/runtime/scripts on
my . app -box to the /tmp directory of my.datamart.box.

mv /Zetc/init.d/postgresql-9.0 /etc/init.d/postgresql-9.0 orig
cp /tmp/postgresql_reports /etc/init.d

Note: The postgresqgl_reports script is the one to use only if the datamart is running on a different
server from the database, as it is in this example. In all other cases, use the postgresql script.

d) Start the reporting database service.

/etc/init.d/postgresql-9.0 reports start

e) Log in as the postgres user and create the reporting database.
Use the values from your site-options.conf file.

su - postgres

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_ username>

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_readonlyusername>

createdb -p <reports_database_port> -E UTF8 -0 <reports database username>
<reports database name>

exit

/etc/init.d/postgresql-9.0_reports restart

Note: To specify a non-default port, add the -p option.
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Do thison my. app. box:
15. Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./bootstrap-data.sh

16. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

Do this on the source control server. We'll call this ny. code. box.
17. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

18. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

19. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum._repos.d/.

20. Install the TeamForge application.
yum install teamforge-scm

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-scm

21. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.
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22. Configure the site-options.conf file
a) Identify the boxes and the services running on them.

NODE_NAME=localhost
HOST_localhost=subversion cvs
DOMAIN_localhost=<mycodebox.domain.com>
HOST<myappbox.domain.com>=app database

b) Configure the database connection.

DATABASE_TYPE=postgresqgl
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd
DATABASE_NAME=ctfdb

c¢) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

d) Use the shared secret key, SCM_DEFAULT _SHARED_SECRET, from the site-options.conf file on the
primary TeamForge server.

23. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V -b

24. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

25. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf _old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

26. Start TeamForge.

/etc/init.d/collabnet start tomcat

Do thison ny. app. box:
27. Start TeamForge.

/etc/init.d/collabnet start

Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,
you may get a false failure message from JBoss, like this:
Jboss (app) (localhost:8080) . ... .. ... oo failed to start

in 600 seconds, giving up now. Please check the log:
/opt/col labnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.
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Option 5: Distribute TeamForge 6.1.1 services a different way
In Option 5, we install the reporting service on the main application box, both databases on another box, and source
control on a third box. This may be appropriate when intensive database utilization is a factor.

In this example, we will specify a separate port for the reports database. By default, both the site database and the
reporting database use port 5432, but when heavy traffic is expected, it can be a good idea to use port 5632 for the
reporting database.

Note: If either of the remote machines (the data box or the source code box) is not under your direct control,
check with the DBA or other person in charge of that resource to make sure you can carry out these instructions
on that box.

Do this on the main TeamForge application server. We'll call this my. app. box.

1.

n

o &

6.

Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

' Important: Don't customize your installation. Select only the default packages list.

Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.

Install the TeamForge application and reporting service.
yum install teamforge-app teamforge-etl

. Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-app teamforge-etl

Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

' Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
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your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

7. Configure the site-options.conffile.

8.

a)

b)

)

d)

e)

vi conf/site-options.conf

Identify the boxes and the services running on them.

HOST_ localhost=app etl
DOMAIN_localhost=<myappbox.domain.com>
HOST_<mydbbox.domain.com>=database datamart
HOST_<myscmbox.domain.com>=subversion cvs

Configure the database and the datamart.

. Tip: For more information about configuring variables, see site-options.conf on page 113.

DATABASE_TYPE=postgresql
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd

DATABASE_NAME=ctfdb

DATABASE_MAX_POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_NAME=ctfrptdb
REPORTS_DATABASE_READ_ONLY_USER=ctfrptreadonly
REPORTS_DATABASE_READ ONLY_ PASSWORD=rptropwd
ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED_SECRET=<arbitrary_ string>
REPORTS_DATABASE_PORT=5632

' Tip: The database name and user name values are arbitrary alphanumeric strings.

If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
Important: It is mandatory that you include the SCM_DEFAULT_SHARED_SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
Don't forget to save the file.

If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

9. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./install.sh -r -1 -V

Do this on the database/datamart server. We'll call this ny. dat a. box.
10. Install CentOS 5.6 and log in as root.

See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
See the Red Hat installation guide for help.

Important: Don't customize your installation. Select only the default packages list.
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11. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

12. Install PostgreSQL 9.0.
See the PostgreSQL docs for support.

13. Set up the site database.

a)

b)

Point the database to the local machine.

sSu - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data
vi /var/lib/pgsql/9.0/data/postgresgl .conf

listen_addresses = "127.0.0.1,<IP address of database box>"
Configure database access.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

local all all
trust

# IPv4 local connections:

host all all 127.0.0.1/32
trust

# 1Pv6 local connections:

#host all all ::1/7128
trust

host <DATABASE NAME> <DATABASE_USERNAME> <IP address of

my.app-box>/32  md5

14. Set up the reporting database (datamart).

a)

b)

Point the database to the local machine.

/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/reports
vi /var/lib/pgsql/9.0/reports/postgresql.conf

listen_addresses = "127.0.0.1,<IP address of my datamart box>"
port=5632

Configure access for the datamart.

vi /var/lib/pgsql/9.0/reports/pg_hba.conf

local all all
trust

# IPv4 local connections:
host all all

127.0.0.1/32 trust
# 1Pv6 local connections:
#host all all

::1/128 trust
host <REPORTS DATABASE NAME> <REPORTS DATABASE USERNAME> <IP

address of my.app.-box/32 md5
host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_READ_ONLY_USERNAME>
<IP address of my.app.box>/32 md5

exit
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c) Copy the postgresqgl script from Zopt/col labnet/teamforge/runtime/scripts on my.app-box
to the /tmp directory of my _data.box.

mv /etc/init.d/postgresql-9.0 /etc/init.d/postgresql-9.0 orig
cp /tmp/postgresql /etc/init.d

d) Start the reporting database service.

/etc/init.d/postgresql-9.0 start

15. Create the databases.
Su - postgres
a) Site database:

createuser -P -S --createdb --no-createrole <ctfdatabase username>
createdb -E UTF8 -0 <ctfdatabase username> <ctfdatabasename>

b) Reporting database:

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_ username>

createuser -p <reports_database port> -P -S --createdb --no-createrole
<reports_database_ readonlyusername>

createdb -p <reports_database port> -E UTF8 -0 <reports database username>
<reports_database name>

Note:

¢ For the passwords, use the same passwords you recorded in the site-options.conf
file.

¢ To specify a non-default port, add the -p option.

c) Restart PostgreSQL.

exit
/etc/init_d/postgresql-9.0 restart

Do thison ny. app. box
16. Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
-/bootstrap-data.sh

17. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf _old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

Do this on the source control server. We'll call this my. code. box.
18. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help
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Important: Don't customize your installation. Select only the default packages list.

19. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

20. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.

21. Install the TeamForge source control service.

yum install teamforge-scm

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-scm

22. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

23. Configure the site-options.conffile.
a) ldentify the boxes and the services running on them.

HOST _localhost=subversion cvs
DOMAIN_localhost=<myscmbox.domain.com>
HOST_<myappbox .domain.com>=app
HOST_<mydbbox.domain.com>=database

b) Configure the database connection.

c)

d)

DATABASE_TYPE=postgresql
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd
DATABASE_NAME=ctfdb

Use the shared secret key, SCM_DEFAULT_SHARED_SECRET, from the site-options.conf file on the
primary TeamForge server.

If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

e) Don't forget to save the file.
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24. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install.sh -r -1 -V

25. Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
-/bootstrap-data.sh

26. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

27. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

28. Start TeamForge.

/etc/init.d/collabnet start tomcat

Do this on my. app. box
29. Start TeamForge.

/etc/init._d/collabnet start
Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,

you may get a false failure message from JBoss, like this:

Jboss (app) (localhost:8080) ..... ... i aiaaann- failed to start
in 600 seconds, giving up now. Please check the log:
/opt/collabnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.

Option 6: Distribute TeamForge 6.1.1 services using Oracle
Option 6 is like Option 5, but it uses an Oracle database instead of a PostgreSQL database.

For simplicity, in this example we will have the site database and the reporting database share port 1521.

Note: If either of the remote machines (the data box or the source code box) is not under your direct control,
check with the DBA or other person in charge of that resource to make sure you can carry out these instructions
on that box.

Do this on the main TeamForge application server. We'll call this my. app. box.
1. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

Important: Don't customize your installation. Select only the default packages list.
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2.

Check your basic networking setup.

See Set up networking for your TeamForge box on page 8 for details.

Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.

Install the TeamForge application and reporting service.

yum install teamforge-app teamforge-etl

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge-app teamforge-etl

Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

Configure the site-options.conf file

a)

b)

vi conf/site-options.conf

Identify the boxes and the services running on them.

HOST_ localhost=app etl
DOMAIN_localhost=<myappbox.domain.com>
HOST_<mydbbox.domain.com>=database datamart
HOST_<myscmbox.domain.com>=subversion cvs

Configure the database and the datamart.

' Tip: For more information about configuring variables, see site-options.conf on page 113

DATABASE_TYPE=oracle
DATABASE_USERNAME=sitedatabaseusername
DATABASE_PASSWORD=si tedatabasepwd

DATABASE NAME=sitedatabaseinstancename
DATABASE_MAX_POOL_SI1ZE=100
REPORTS_DATABASE_USERNAME=reportingdatabaseusername
REPORTS_DATABASE_PASSWORD=reportingdatabasepwd


http://www.open.collab.net/downloads/ctf/linux.html
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REPORTS_DATABASE_NAME=reportingdatabaseinstancename
REPORTS_DATABASE_READ ONLY_USER=reportingreadonlyusername
REPORTS_DATABASE_READ_ONLY_PASSWORD=reportingreadonlyuserpwd
ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED_SECRET=<arbitrary_string>
DATABASE_SERVICE_NAME=

REPORTS_DATABASE_SERVICE_NAME=

Tip:
¢ The database name and user name values are arbitrary alphanumeric strings.

e To find the value for the DATABASE_SERVICE_NAME variable, log into your Oracle server and
execute this command:

su - oracle
tnsping <database_name>

In the output, find the value of SERVICE_NAME. Use that as the value of
DATABASE_SERVICE_NAME in site-options.conf.

c) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, View\VVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

d) ¢ Important: It is mandatory that you include the SCM_DEFAULT _SHARED_ SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
e) Don't forget to save the file.
Note: Perform this step in case your Oracle server version is not 11.2.0.1.
Download the corresponding version of Oracle client from

http://www.oracle.com/technetwork/database/features/instant-client/index-097480.html and run the following
command:

yum localinstall <path to oracle client rpm>

. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

. Copy the Oracle datamart setup script from Zopt/col labnet/teamforge/runtime/scriptstothe /tmp
directory of my .data.box.

scp /opt/collabnet/teamforge/runtime/scripts/datamart-oracle-setup.sh
<username>@<my.data.box>:/tmp

Do this on the database/datamart server. We'll call this ny. dat a. box.
10. Install CentOS 5.6 and log in as root.

« See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

11. Install Oracle 11 (R1 and R2).

See this writeup for details.


http://www.oracle.com/technetwork/database/features/instant-client/index-097480.html
http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.jameskoopmann.com/docs/Install_Oracle11gCentOS5.htm
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Note: Make sure your database uses UTF8 or AL32UTF8 encoding. This is needed to support users in Asian
languages. See this Oracle knowledge base article.

12. Put the Oracle datamart setup script where TeamForge can find it.

mkdir /ul
cp /tmp/datamart-oracle-setup.sh /Zul

13. Log in as the Oracle user and create the site database user and permissions.
See Set up an Oracle database on page 74 for help.

14. Create the reporting user and schema.

cd Zul
sh datamart-oracle-setup.sh

Note: Your responses to the script's prompts must match the values of the equivalent variables in the
site-options.conffile on my.app.box.

Do this on ny. app. box
15. Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./bootstrap-data.sh

16. If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

17. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

Do this on the source control server. We'll call this my. code. box.
18. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
» See the Red Hat installation guide for help.

' Important: Don't customize your installation. Select only the default packages list.

19. Check your basic networking setup.
See Set up networking for your TeamForge box on page 8 for details.

20. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to /etc/yum.repos.d/.

21. Install the TeamForge source control service.
yum install teamforge-scm

' Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.

yum install yum-utils


http://oracle.ittoolbox.com/documents/popular-q-and-a/changing-the-character-set-of-an-oracle-database-1601#
http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html
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2. Check for duplicate packages.
package-cleanup --dupes
3. Clean up the older packages, if any.
package-cleanup --cleandupes
4. Rerun the yum installer.

yum install teamforge-scm

22. Rename the sample site configuration file from the installation package.

cd /opt/collabnet/teamforge-installer/6.1.1.0
cp conf/site-options-advanced.conf conf/site-options.conf

Note: The files site-options-small.conf, site-options-medium.conf and
site-options-large.conf contain options to tune the performance of the TeamForge site. To tune
your site's performance, you can look through these files for the load specifications they are intended for,
and use the appropriate one for your site's requirements.

23. Configure the site-options.conf file.

24,

25.

26.

27.

a)

b)

c)

d)

€)

Identify the boxes and the services running on them.

HOST_localhost=subversion cvs
DOMAIN_localhost=<myscmbox.domain.com>
HOST_<myappbox.domain.com>=app
HOST_<mydbbox.domain.com>=database

Configure the database connection.

DATABASE_TYPE=oracle
DATABASE_USERNAME=ctfuser
DATABASE_PASSWORD=ctfpwd
DATABASE_NAME=ctfdb

Use the shared secret key, SCM_DEFAULT_SHARED_ SECRET, from the site-options.conf file on the
primary TeamForge server.

If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

Don't forget to save the file.

Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install.sh -r -1 -V

Set up the initial site data.

cd /opt/collabnet/teamforge-installer/6.1.1.0
-/bootstrap-data.sh

If you are installing on a machine that is behind a proxy, unset the http_proxy variable.

export http_proxy=

Swap in the new Apache configuration file.
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cd /etc/httpd/cont

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init._d/httpd start

28. Start TeamForge.

/etc/init.d/collabnet start tomcat

Do this on ny. app. box
29. Start TeamForge.

/etc/init.d/collabnet start

Note: Startup can take several minutes, depending on the speed of the host system. On some slower systems,
you may get a false failure message from JBoss, like this:

Jjboss (app) (localhost:8080) .. ... ..ot ia e failed to start
in 600 seconds, giving up now. Please check the log:
/opt/collabnet/teamforge/log/apps/service.log FAILED

This can safely be ignored.

Your installation is complete. Go to Verify your TeamForge 6.1.1 installation on page 40 for recommended steps to
get started with your site.

Verify your TeamForge 6.1.1 installation
Congratulations: you have just installed your TeamForge 6.1.1 site on CentOS . Now you can apply some finishing
touches and make sure everything is running smoothly.

1. On CentOS, Apache may not automatically start up after a reboot. To ensure that it does, run this command now:

/sbin/chkconfig --level 2345 httpd on

2. Turnon SSL for your site by editing the relevant variables in the site-options.conf file.
See Set up SSL for your TeamForge site on page 81 for details.

' Note: If SSL is enabled for any box belonging to your site, it must be enabled for all of them.

3. Log into your site as the administrator.
The value of the DOMAIN variable in the site-options.conf file is the URL to log into.

4. Install your license key.
See Supply your TeamForge license key on page 67.

5. Install a project template.

TeamForge comes with a sample project template that showcases some of the platform's most interesting features.
Site administrators and project managers can use this template to jump-start projects without a lot of manual setup
steps. See Install project templates on page 79.

. Note: This procedure is recommended, but not required.

6. Create a sample project.
See Create a TeamForge project.

7. Write a welcome message to your site's users.
See Create a site-wide broadcast.


http://help.collab.net/topic/teamforge610/action/creatingaproject.html
http://help.collab.net/topic/teamforge610/action/siteadmin-createsitewidebroadcast.html
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Now that you have successfully installed your TeamForge site in its basic configuration, you can use the instructions
under Maintain your CollabNet TeamForge 6.1.1 site on CentOS on page 67 to help keep your site going.

Uninstall TeamForge 6.1.1
To remove TeamForge completely, use the yum utility.

' Important: This procedure removes the TeamForge and all associated databases, including your site data. Be
sure to back up any data you want to keep.

1. Stop TeamForge.

/etc/init.d/collabnet stop all

2. Run yum to remove TeamForge.

yum erase TeamForge-installer

For every box in a multi-box site, use the same steps to uninstall.

Upgrade to TeamForge 6.1.1 on CentOS

You can upgrade to TeamForge 6.1.1 from TeamForge 6.1. You can upgrade on the same box where your current
TeamForge site is running, or you can take this opportunity to move your site to a new box. Choose the instructions that
fit your case.

Note: Due to the Lucene upgrade for search functionality, upgrading to TeamForge 6.1.1 requires a complete
re-index of the site. This could take several hours, and the index data could double in size.

Plan your upgrade to TeamForge 6.1.1
As the first step in upgrading to TeamForge 6.1.1, consider some key questions that will affect how your new site works.
1. Where is everything?

TeamForge consists of five interrelated services that can run on separate hardware or share one or more boxes in
various configurations. If you aren't the person who first installed your current TeamForge site (or maybe even if
you are), it's essential to catalog the hosts where your services are running and to know what configuration has been
applied to them.

2. Provide site-wide reporting?
TeamForge 6.1.x enables site administrators to track user logins for their site. More reporting options are coming.

If your users want this feature, you'll have to turn on a service known as extract-transform-load (ETL), during the
upgrade process. You'll also have to configure a new database called the datamart. (These elements are off by default.)

After your site is upgraded, you can also choose to move these new services off to one or more separate servers, the
same as you can do with the existing TeamForge services.

3. "Dedicated" or "advanced?"

The type of TeamForge installation you have makes a difference for how you upgrade and patch the site. If your site
is a dedicated site, you'll be able to skip some of the steps outlined here. If you don't know whether your site was
originally installed as dedicated or advanced, here's how you can find out: Is my TeamForge site "dedicated" or
"advanced?" on page 59

4. Branding changes?
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Every release of TeamForge can bring changes to the look and feel of the product. TeamForge 6.1.1 is no exception.
If you have edited files in your site's branding repository (that's how you customize the look and feel of the product),
you must download the new branding package and check into your branding repository the new versions of any files
you have edited. See Customize anything on your site for instructions.

5. Special database settings?

The efficiency of your database can have an impact on your users' perception of the site's usability. If your site uses
a PostgreSQL database (which is the default), you may want to consider tuning it to fit your specific circumstances.
The default settings are intended for a small-to-medium site running on a single server. See What are the right
PostgreSQL settings for my site? on page 166 for recommendations from CollabNet's performance team on optimizing
PostgreSQL for different conditions.

6. Upgraded JDK

TeamForge 6.1.1 uses JDK 1.6.0_26. If you are upgrading on the same box, and that box has a JDK at an earlier
version, the upgrade utility upgrades the JDK. However, you'll still need to edit the JAVA_HOME variable in your
site-options.conf file to reflect the new JDK version. See Upgrade a TeamForge site to 6.1.1 on the same
hardware on page 49.

Upgrade a dedicated CollabNet TeamForge site to 6.1.1
Upgrading to TeamForge 6.1.1 on a dedicated site is easy and fun.

Upgrade a dedicated CollabNet TeamForge site to 6.1.1 on the same box
To upgrade to TeamForge 6.1.1, you install the new site and convert your existing site's data.

For this procedure, we'll assume that you are upgrading on the same box where your existing TeamForge site is running.
It's also possible to simultaneously upgrade and move your site to new hardware, but since we are working with a
dedicated installation, the priority here is to keep things as simple and quick as possible. See Should | upgrade to
TeamForge 6.1.1 on a new box? on page 165 for some background information.

Tip: If there is any doubt about what kind of site you are working with, see Is my TeamForge site "dedicated"
or "advanced?" on page 59

1. Back up your site data.
a) Make a dump file of your site database.
(This may be the same as your TeamForge application server or a separate box.)

You have to do a PostgreSQL dump because we are upgrading the PostgreSQL application as part of this upgrade.

Note: These commands are for a PostgreSQL database, which is the default. If your site uses an Oracle
database, follow the Oracle backup procedure instead.

su - postgres

/usr/bin/pg_dumpall > /var/lib/pgsql/backups/teamforge data backup.dmp
exit

mkdir /tmp/backup_dir

cp /var/lib/pgsgl/backups/teamforge data backup.dmp /tmp/backup _dir/

Note: If your reporting database is running on a separate port, back up your reporting database too:

/usr/bin/pg_dumpall -p <reports_database port> >
/var/lib/pgsql/backups/teamforge_reporting_data_backup.dmp

b) Make an archive file with the following data directories:


http://www.orafaq.com/wiki/Oracle_database_Backup_and_Recovery_FAQ
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Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

[evsroot CVS source code repositories (not present on all sites)

cp -Rpf /svnroot /sf-svnroot /cvsroot /opt/collabnet/teamforge/var
/tmp/backup_dir

cd /tmp

tar czvf 6lbackup.tgz backup_dir

c) Back up your SSH keys, if any.
d) Back up your SSL certificates and keys, if any.

2. Stop TeamForge.

/etc/init.d/collabnet stop all

3. Uninstall the PostgreSQL support packages to clear the way for TeamForge to install PostgreSQL 9.0.
(These packages are installed with the OS by default.)

yum erase postgresql-libs postgresql-docs

4. Move the repositories from any previous installs out of the way.

mv /etc/yum.repos.d/collabnet-6.1.0.0.repo
/etc/yum.repos.d/collabnet-6.1.0.0.repo.cn_backup

5. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to /etc/yum.repos.d/.
6. Install the TeamForge application.
yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

. Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

7. Make sure your Java settings are right for TeamForge 6.1.1.
a) Check the JAVA_HOME variable in
/opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf to make sure
TeamForge is using the right JDK.


http://www.open.collab.net/downloads/ctf/linux.html
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vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf
The JAVA_HOME variable should look like this:
JAVA_HOME=/usr/java/jdkl.6.0_26

b) Inthe JBOSS_JAVA OPTS variable, increase the MaxPermSize value to 512.

8. Inthe site-options.conf file, make sure you have the following:

a) If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

b) ¢ Important: It is mandatory that you include the SCM_DEFAULT_SHARED_SECRET token in
the site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
9. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install.sh -r -1 -V

10. Bring your site data back.

Su - postgres
/usr/bin/psgl < /var/lib/pgsql/backups/teamforge_data_backup.dmp
exit

Note: If your reporting database is running on a separate port, restore that data too:
su - postgres -c '/usr/bin/psql -p <reports_database port> <
/var/lib/pgsql/backups/teamforge_reporting data_backup.dmp"
11. Update the file permissions on your site's data.
/opt/collabnet/teamforge/runtime/scripts/fix_data permissions.sh

. Note: This process can take a long time for a site with a lot of data.

12. Convert your site data to work with TeamForge 6.1.1.

Tip: Before you kick off the data migration, use the Zetc/init.d/collabnet status command
to make sure Jboss and Tomcat are stopped.

/opt/col labnet/teamforge/runtime/scripts/migrate.py

The migrate.py script locates the existing site data and modifies it as needed.

This includes configuration data for LDAP and the James mail server. Any modifications that you have applied to
these components on your old site are reproduced on your upgraded TeamForge 6.1.1 site.

13. Start TeamForge.

/etc/init.d/collabnet start

14. Apply the finishing touches and make sure everything is running smoothly after upgrading to TeamForge 6.1.1.

. Note: To ensure that Apache starts up automatically after a reboot, run this command now:

/sbin/chkconfig --level 2345 httpd on
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a) Make sure your users can still access their source control services.
See Synchronize TeamForge source control integrations on page 87.

b) If you are bringing SSL certificates and keys from your old site, make sure their locations match the paths specified
by the SSL_CERT_FILE and SSL_KEY_FILE variables in site-options.conf. See Set up SSL for your
TeamForge site on page 81.

¢) Log into your site as the administrator.

d) Reboot the server and make sure all services come up automatically at startup.

e) Rebuild your site's search index so that users get up-to-date search results.

See Rebuild TeamForge search indexes on page 75 for details.

f) If your site has custom branding, verify that your branding changes still work as intended.
See Customize anything on your site.

g) Let your site's users know they've been upgraded.
See Create a site-wide broadcast.

Important: Do not delete the teamforge-installer/6.1.1.0 directory. You will need it for future
maintenance and upgrades.

Note: After the upgrade, it takes some time for the publishing repositories to get created for projects imported
from other TeamForge sites.

Upgrade a dedicated site to TeamForge 6.1.1 on new hardware
To upgrade to TeamForge 6.1.1, set up a new box, then bring over your old site's data and convert it.

TeamForge 6.1.1 runs on CentOS 5.6. To take advantage of the new operating system, you should install a fresh box
and move your TeamForge site to it.

If necessary, however, TeamForge 6.1.1 can still run on CentOS 5.4. If you need to run your new site on the same box
that your existing site is running on, see Upgrade a dedicated CollabNet TeamForge site to 6.1.1 on the same box on
page 42.

On the existing TeamForge application box, log in as root and take these steps:
1. Stop the TeamForge application server and the Apache server, if they are running.

/etc/init.d/httpd stop
/etc/init.d/collabnet stop

2. Back up your site data.
a) Make a dump file of your site database.
(This may be the same as your TeamForge application server or a separate box.)
You have to do a PostgreSQL dump because we are upgrading the PostgreSQL application as part of this upgrade.

Note: These commands are for a PostgreSQL database, which is the default. If your site uses an Oracle
database, follow the Oracle backup procedure instead.

Su - postgres

/usr/bin/pg_dumpall > /var/lib/pgsql/backups/teamforge_data_ backup.dmp
exit

mkdir /tmp/backup_dir

cp /var/lib/pgsgl/backups/teamforge data backup.dmp /tmp/backup_dir/


http://help.collab.net/topic/teamforge610/action/siteadmin-createsitewidebroadcast.html
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. Note: If your reporting database is running on a separate port, back up your reporting database too:

/usr/bin/pg_dumpall -p <reports_database port> >
/var/lib/pgsql/backups/teamforge_reporting data backup.dmp

b) Make an archive file with the following data directories:

Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

/cvsroot CVS source code repositories (not present on all sites)

cp -Rpf /svnroot /sf-svnroot /cvsroot /opt/collabnet/teamforge/var
/tmp/backup_dir

cd /tmp
tar czvf 6lbackup.tgz backup_dir

¢) Back up your SSH keys, if any.
d) Back up your SSL certificates and keys, if any.

Stop PostgreSQL.

/etc/init.d/postgresql stop

Copy the file system data to the new box.

scp /tmp/6lbackup.tgz username@newbox:/tmp

Copy the master configuration file from the old server to the same location on the new server.

scp /opt/collabnet/teamforge-installer/6.1.0.0/conf/site-options.conf
username@newbox:/tmp

. Tip: scp is just an example. Use whatever file transfer method you prefer.

Do this on the new TeamForge 6.1.1 box:

6.

Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
« See the Red Hat installation guide for help.

. Important: Don't customize your installation. Select only the default packages list.

Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot
Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to /etc/yum.repos.d/.
Install the TeamForge application.

yum install teamforge-app teamforge-scm teamforge-database teamforge-etl


http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
http://www.open.collab.net/downloads/ctf/linux.html

CollabNet TeamForge 6.1.1 | CentOS system administrator how-tos | 47

. Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

10. Put the site-options.conf file where the installer can find it.

cp /tmp/site-options.conf /opt/collabnet/teamforge-installer/6.1.1.0/conf

11. Log in as root and unpack the file system data.

cd /tmp
tar xzvf 6lbackup.tgz

12. Open the site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

13. Update the host name and domain name, if necessary.

HOST_my.host.name=app database subversion cvs etl datamart
DOMAIN_my.host.name=my.domain.name

14. Make sure your Java settings are right for TeamForge 6.1.1.

a) Check the JAVA_HOME variable in
/opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf to make sure
TeamForge is using the right JDK.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf
The JAVA_HOME variable should look like this:
JAVA_HOME=/usr/java/jdkl.6.0_26

b) Inthe JBOSS JAVA OPTS variable, increase the MaxPermSize value to 512.

15. If you don't specify a domain name, replace the HOST_localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

Important: It is mandatory that you include the SCM_DEFAULT_SHARED_SECRET token in the
site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

16. 4

Remember that you need to use that same key in the external SCM integration server also.



48 | CollabNet TeamForge 6.1.1 | CentOS system administrator how-tos

17. Review the variables you've changed, then save the site-options.conf file.
18. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install._.sh -r -1 -V

19. Bring your site data back.
a) Reload the PostgreSQL data.

su - postgres
/usr/bin/psqgl < /tmp/backup_dir/teamforge_data backup.dmp
exit

Note: If your reporting database is running on a separate port, restore that data too:

su - postgres -c "/usr/bin/psql -p <reports_database port> <
/tmp/backup_dir/teamforge reporting_ data backup.dmp"

b) Reload svnroot, sf-svnroot, cvsroot, and var.

20. Update the file permissions on your site's data.
/opt/collabnet/teamforge/runtime/scripts/fix_data permissions.sh

. Note: This process can take a long time for a site with a lot of data.

21. Convert your site data to work with TeamForge 6.1.1.

Tip: Before you kick off the data migration, use the /etc/init.d/collabnet status command
to make sure Jboss and Tomcat are stopped.

/opt/collabnet/teamforge/runtime/scripts/migrate.py

The migrate. py script locates the existing site data and modifies it as needed.

This includes configuration data for LDAP and the James mail server. Any modifications that you have applied to
these components on your old site are reproduced on your upgraded TeamForge 6.1.1 site.

22. Start TeamForge.

/etc/init.d/collabnet start

23. Apply the finishing touches and make sure everything is running smoothly after upgrading to TeamForge 6.1.1.

. Note: To ensure that Apache starts up automatically after a reboot, run this command now:

/sbin/chkconfig --level 2345 httpd on

a) Make sure your users can still access their source control services.
See Synchronize TeamForge source control integrations on page 87.
b) If you are bringing SSL certificates and keys from your old site, make sure their locations match the paths specified

by the SSL_CERT_FILE and SSL_KEY_FILE variables in site-options.contf. See Set up SSL for your
TeamForge site on page 81.

¢) Log into your site as the administrator.
d) Reboot the server and make sure all services come up automatically at startup.
e) Rebuild your site's search index so that users get up-to-date search results.

See Rebuild TeamForge search indexes on page 75 for details.
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f) If your site has custom branding, verify that your branding changes still work as intended.
See Customize anything on your site.

g) Letyour site's users know they've been upgraded.
See Create a site-wide broadcast.

Important: Do not delete the teamforge-installer/6.1_1.0 directory. You will need it for future
maintenance and upgrades.

Note: After the upgrade, it takes some time for the publishing repositories to get created for projects imported
from other TeamForge sites.

Upgrade an advanced TeamForge site to TeamForge 6.1.1
Upgrading to TeamForge 6.1.1 on an advanced site can be complicated but you get more flexibility and control.

If there is any doubt about what kind of site you are working with, see Is my TeamForge site "dedicated"” or "advanced?"
on page 59

Upgrade a TeamForge site to 6.1.1 on the same hardware
To upgrade to TeamForge 6.1.1 without changing the box where your TeamForge 6.1 site is running, you have to install
the new TeamForge site and migrate the site data.

There are a few critical factors to keep in mind when upgrading to TeamForge 6.1.1.

For this procedure, we'll assume that you are upgrading on the same box where your existing TeamForge site is
running. It's also possible to simultaneously upgrade and move your site to new hardware. To do that, see Upgrade
to TeamForge 6.1.1 on new hardware on page 53.

This procedure is meant for sites that were installed in "advanced" mode. If your existing site was installed in
"dedicated" mode, use Upgrade a dedicated CollabNet TeamForge site to 6.1.1 on the same box on page 42 instead.
If there is any doubt about what kind of site you are working with, see Is my TeamForge site "dedicated" or
"advanced?" on page 59

Back up your site data.
a) Make a dump file of your site database.
(This may be the same as your TeamForge application server or a separate box.)

You have to do a PostgreSQL dump because we are upgrading the PostgreSQL application as part of this upgrade.

Note: These commands are for a PostgreSQL database, which is the default. If your site uses an Oracle
database, follow the Oracle backup procedure instead.

su - postgres

/usr/bin/pg_dumpall > /var/lib/pgsql/backups/teamforge data backup.dmp
exit

mkdir /tmp/backup_dir

cp /var/lib/pgsgl/backups/teamforge _data backup.dmp /tmp/backup_dir/

Note: If your reporting database is running on a separate port, back up your reporting database too:

/usr/bin/pg_dumpall -p <reports_database port> >
/var/lib/pgsql/backups/teamforge_reporting_data_ backup.dmp

b) Make an archive file with the following data directories:


http://help.collab.net/topic/teamforge610/action/siteadmin-createsitewidebroadcast.html
http://www.orafaq.com/wiki/Oracle_database_Backup_and_Recovery_FAQ
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Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

[evsroot CVS source code repositories (not present on all sites)

cp -Rpf /svnroot /sf-svnroot /cvsroot /opt/collabnet/teamforge/var
/tmp/backup_dir

cd /tmp

tar czvf 6lbackup.tgz backup_dir

c) Back up your SSH keys, if any.
d) Back up your SSL certificates and keys, if any.

2. Stop TeamForge.

/etc/init.d/httpd stop
/etc/init._d/postgresql-9.0 stop
/etc/init.d/collabnet stop

3. Uninstall the PostgreSQL support packages to clear the way for TeamForge to install PostgreSQL 9.0.
(These packages are installed with the OS by default.)

yum erase postgresql-libs postgresql-docs

4. Move the repositories from any previous installs out of the way.

mv /etc/yum.repos.d/collabnet-6.1.0.0.repo
/etc/yum.repos.d/collabnet-6.1.0.0.repo.cn_backup

5. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.
6. Install the TeamForge application.
yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

7. Make sure your Java settings are right for TeamForge 6.1.1.


http://www.open.collab.net/downloads/ctf/linux.html
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a) Check the JAVA_HOME variable in
/opt/col labnet/teamforge-installer/6.1.1.0/conf/site-options.cont to make sure
TeamForge is using the right JDK.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf
The JAVA_HOME variable should look like this:
JAVA HOME=/usr/java/jdkl.6.0_26

b) Inthe JBOSS_JAVA OPTS variable, increase the MaxPermSize value to 512.

8. If you don't specify a domain name, replace the HOST _localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.

Important: It is mandatory that you include the SCM_DEFAULT_SHARED_SECRET token in the
site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
10. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

11. Set up the site database.

sSu - postgres

/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data/

cp /var/lib/pgsqgl/data/postgresgl .conf
/var/1ib/pgsql/9.0/data/postgresql .conf

cp /var/lib/pgsqgl/data/pg_hba.conf /var/lib/pgsql/9.0/data/pg_hba.conf
exit

/etc/init._d/postgresql-9.0 start

12. If the reporting database (datamart) runs on a different port, you need to set it up.
a) Point the database to the local machine.

su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/reports
vi /var/lib/pgsql/9.0/reports/postgresqgl .conf

listen_addresses = "127.0.0.1,<IP address of datamart box>"
port=5632

b) Configure access for the datamart.

vi /var/lib/pgsql/9.0/reports/pg_hba.conf

local all all
trust

# IPv4 local connections:
host all all

127.0.0.1/32 trust
# IPv6 local connections:
#host all all

::1/128 trust
host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_USERNAME>

<IP address of my.app.box>/32 md5
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host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE READ_ONLY_USER>
<IP address of my.app.box>/32 md5

exit

c) Copy the datamart control script from Zopt/col labnet/teamforge/runtime/scriptson
my . app -box to the /tmp directory of my.datamart.box.

mv /Zetc/init.d/postgresql-9.0 /etc/init.d/postgresql-9.0 orig
cp /tmp/postgresql_reports /etc/init.d

Note: The postgresqgl_reports script is the one to use only if the datamart is running on a different
server from the database, as it is in this example. In all other cases, use the postgresql script.

d) Start the reporting database service.

/etc/init.d/postgresql-9.0 reports start

13. Bring your site data back.

Su - postgres
/usr/bin/psgl < /var/lib/pgsql/backups/teamforge_data_backup.dmp
exit

Note: If your reporting database is running on a separate port, restore that data too:
su - postgres -c "/usr/bin/psql -p <reports_database port> <
/var/lib/pgsql/backups/teamforge_reporting data_backup.dmp"
14. Update the file permissions on your site's data.
/opt/collabnet/teamforge/runtime/scripts/fix_data permissions.sh

. Note: This process can take a long time for a site with a lot of data.

15. Convert your site data to work with TeamForge 6.1.1.

Tip: Before you kick off the data migration, use the /etc/init.d/collabnet status command
to make sure Jboss and Tomcat are stopped.

/opt/col labnet/teamforge/runtime/scripts/migrate.py

The migrate. py script locates the existing site data and modifies it as needed.

This includes configuration data for LDAP and the James mail server. Any modifications that you have applied to
these components on your old site are reproduced on your upgraded TeamForge 6.1.1 site.

16. Swap in the new Apache configuration file.

cd /etc/httpd/conft
mv httpd.conf httpd.conf _old
cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start
17. Start TeamForge.

Start PostgreSQL if it is not running.

/etc/init.d/postgresql-9.0 start
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Start the CollabNet services.

/etc/init.d/collabnet start

18. Apply the finishing touches and make sure everything is running smoothly after upgrading to TeamForge 6.1.1.

. Note: To ensure that Apache starts up automatically after a reboot, run this command now:

/sbin/chkconfig --level 2345 httpd on

a) Make sure your users can still access their source control services.
See Synchronize TeamForge source control integrations on page 87.

b) Ifyou are bringing SSL certificates and keys from your old site, make sure their locations match the paths specified
by the SSL_CERT_FILE and SSL_KEY_FILE variables in site-options.conf. See Set up SSL for your
TeamForge site on page 81.

¢) Log into your site as the administrator.

d) Reboot the server and make sure all services come up automatically at startup.

e) Rebuild your site's search index so that users get up-to-date search results.

See Rebuild TeamForge search indexes on page 75 for details.

f) If your site has custom branding, verify that your branding changes still work as intended.

See Customize anything on your site.

g) Letyour site's users know they've been upgraded.
See Create a site-wide broadcast.

Important: Do not delete the teamforge-installer/6.1.1.0 directory. You will need it for future
maintenance and upgrades.

Note: After the upgrade, it takes some time for the publishing repositories to get created for projects imported
from other TeamForge sites.

Upgrade to TeamForge 6.1.1 on new hardware
To upgrade to TeamForge 6.1.1, set up a new box, then bring over your old site's data and convert it.

TeamForge 6.1.1 runs on CentOS 5.6. To take advantage of the new operating system, you should install a fresh box
and move your TeamForge 6.1 site to it.

If necessary, however, TeamForge 6.1.1 can still run on CentOS 6.1. If you need to run your new site on the same box
that your existing site is running on, see Upgrade a TeamForge site to 6.1.1 on the same hardware on page 49.

Note: This procedure assumes that you are running your new site-wide reporting database on the same box
where your TeamForge application and database are running, and that the reporting database shares the same
port as the site database.

You don't have to set it up exactly like this.

* You can run the reporting database on a separate box. For an example of that, see Option 3: Install TeamForge
6.1.1 with reporting data on a separate box on page 20.

« You can run the reporting database on the same box as the site database, but with a separate port. For an
example, see Option 5: Distribute TeamForge 6.1.1 services a different way on page 30

Take these steps on the new TeamForge 6.1.1 box:
1. Install CentOS 5.6 and log in as root.

» See Platform specification for TeamForge 6.1.1 on page 97 for the full platform requirements.
« See the Red Hat installation guide for help.


http://help.collab.net/topic/teamforge610/action/siteadmin-createsitewidebroadcast.html
http://docs.redhat.com/docs/en-US/Red_Hat_Enterprise_Linux/5/html/Installation_Guide/index.html
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. Important: Don't customize your installation. Select only the default packages list.

2. Check your basic networking setup.
See Set up networking for your TeamForge box for details.

3. Uninstall the PostgreSQL support package and the Dovecot mail server to clear the way for TeamForge to install
PostgreSQL 9.0.4. These packages are installed as part of the default CentOS install.

yum erase postgresql-libs dovecot

4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum.repos.d/.

On the TeamForge 6.1 box, log in as root and take these steps:
5. Stop the TeamForge application server and the Apache server, if they are running.

/etc/init.d/httpd stop
/etc/init.d/collabnet stop

6. Back up your site data.
a) Make a dump file of your site database.
(This may be the same as your TeamForge application server or a separate box.)

You have to do a PostgreSQL dump because we are upgrading the PostgreSQL application as part of this upgrade.

Note: These commands are for a PostgreSQL database, which is the default. If your site uses an Oracle
database, follow the Oracle backup procedure instead.

su - postgres

/usr/bin/pg_dumpall > /var/lib/pgsql/backups/teamforge data backup.dmp
exit

mkdir /tmp/backup_dir

cp /var/lib/pgsgl/backups/teamforge data backup.dmp /tmp/backup_dir/

' Note: If your reporting database is running on a separate port, back up your reporting database too:

/usr/bin/pg_dumpall -p <reports_database port> >
/var/lib/pgsql/backups/teamforge_reporting_data_ backup.dmp

b) Make an archive file with the following data directories:

Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

[cvsroot CVS source code repositories (not present on all sites)

cp -Rpf /svnroot /sf-svnroot /cvsroot /opt/collabnet/teamforge/var
/tmp/backup_dir

cd /tmp
tar czvf 6lbackup.tgz backup_dir

¢) Back up your SSH keys, if any.
d) Back up your SSL certificates and keys, if any.
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7. Stop PostgreSQL.

sudo Zetc/init.d/postgresqgl stop

8. Copy the file system data to the new box.

scp /tmp/6lbackup.tgz username@newbox:/tmp

9. Copy the master configuration file from the old server to the same location on the new server.

scp /opt/collabnet/teamforge-installer/6.1.0.0/conf/site-options.conf
username@newbox:/tmp

' Tip: scp is just an example. Use whatever file transfer method you prefer.
Do this on the new TeamForge 6.1.1 box:
10. Log in as root and unpack the file system data.

cd /tmp
tar xzvf 6lbackup.tgz

11. Install the TeamForge application.
yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

' Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-utils package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

12. Put the site-options.conf file where the installer can find it.

cp /tmp/site-options.conf /opt/collabnet/teamforge-installer/6.1.1.0/conf

13. Open the site-options.conf file.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

14. Update the host name and domain name, if necessary.

HOST_my.host.name=app database subversion cvs etl datamart
DOMAIN_my.host.name=my.domain.name
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15.

16.

17.

18.
19.

20.

Make sure your Java settings are right for TeamForge 6.1.1.

a) Check the JAVA_HOME variable in
/opt/col labnet/teamforge-installer/6.1.1.0/conf/site-options.conf to make sure
TeamForge is using the right JDK.

vi /opt/collabnet/teamforge-installer/6.1.1_.0/conf/site-options.conf
The JAVA_HOME variable should look like this:
JAVA_HOME=/usr/java/jdkl.6.0_26

b) Inthe JBOSS_JAVA OPTS variable, increase the MaxPermSize value to 512.

If you don't specify a domain name, replace the HOST_localhost token with the hostname. Otherwise, ViewVC
pages for Subversion and CVS repositories created after the site is up, will be rendered with a CSS error.
Important: It is mandatory that you include the SCM_DEFAULT_SHARED_ SECRET token in the
site-options.conf file of the primary TeamForge server, and give it a value of 16-24 characters.

Remember that you need to use that same key in the external SCM integration server also.
Review the variables you've changed, then save the site-options.conf file.
Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

Set up the site database.
a) Point the database to the local machine.

su - postgres
/usr/pgsql-9.0/bin/initdb -D /var/lib/pgsql/9.0/data
vi /var/lib/pgsql/9.0/data/postgresgl .conf

listen_addresses = "127.0.0.1,<IP address of database box>"
b) Configure database access for the site database.

vi /var/lib/pgsql/9.0/data/pg_hba.conf

local all all
trust
# 1Pv4 local connections:
host all all
127.0.0.1/32 trust
# IPv6 local connections:
#host all all ::1/128
trust
host <DATABASE_NAME> <DATABASE_USERNAME <IP
address of app box>/32 md5
host <REPORTS DATABASE NAME> <REPORTS DATABASE USERNAME> <IP

address of app box>/32 md5
host <REPORTS_DATABASE_NAME> <REPORTS_DATABASE_READ_ONLY_USERNAME> <IP
address of app box>/32 md5

c) Exit and restart PostgreSQL.

exit
/etc/init.d/postgresql-9.0 start
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21. Bring your site data back.
a) Reload the PostgreSQL data.

su - postgres
/usr/bin/psqgl < /tmp/backup_dir/teamforge data backup.dmp
exit

Note: If your reporting database is running on a separate port, restore that data too:
su - postgres -c "/usr/bin/psql -p <reports_database port> <

/tmp/backup_dir/teamforge_reporting_data_ backup.dmp*

b) Reload svnroot, sf-svnroot, cvsroot, and var.

22. Update the file permissions on your site's data.
/opt/col labnet/teamforge/runtime/scripts/fix_data permissions.sh

I Note: This process can take a long time for a site with a lot of data.

23. Convert your site data to work with TeamForge 6.1.1.

Tip: Before you kick off the data migration, use the /etc/init.d/collabnet status command
to make sure Jboss and Tomcat are stopped.

/opt/col labnet/teamforge/runtime/scripts/migrate.py

The migrate.py script locates the existing site data and modifies it as needed.

This includes configuration data for LDAP and the James mail server. Any modifications that you have applied to
these components on your old site are reproduced on your upgraded TeamForge 6.1.1 site.

24. Swap in the new Apache configuration file.

cd /etc/httpd/conf
mv httpd.conf httpd.conf old
cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start
25. Start TeamForge.

Start PostgreSQL if it is not running.
/etc/init.d/postgresql-9.0 start

Start CollabNet services.
/etc/init.d/collabnet start

26. Apply the finishing touches and make sure everything is running smoothly after upgrading to TeamForge 6.1.1.

' Note: To ensure that Apache starts up automatically after a reboot, run this command now:

/sbin/chkconfig --level 2345 httpd on

a) Make sure your users can still access their source control services.
See Synchronize TeamForge source control integrations on page 87.
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b) Ifyou are bringing SSL certificates and keys from your old site, make sure their locations match the paths specified
by the SSL_CERT_FILE and SSL_KEY_FILE variables in site-options.conf. See Set up SSL for your
TeamForge site on page 81.

¢) Log into your site as the administrator.

d) Reboot the server and make sure all services come up automatically at startup.

e) Rebuild your site's search index so that users get up-to-date search results.

See Rebuild TeamForge search indexes on page 75 for details.

f) If your site has custom branding, verify that your branding changes still work as intended.
See Customize anything on your site.

g) Letyour site's users know they've been upgraded.
See Create a site-wide broadcast.

Important: Do not delete the teamforge-installer/6.1.1.0 directory. You will need it for future
maintenance and upgrades.

Note: After the upgrade, it takes some time for the publishing repositories to get created for projects imported
from other TeamForge sites.

Upgrade a stand-alone TeamForge source control box on the same hardware
If your TeamForge setup includes source control running on its own box, you'll have to upgrade that box as well as the
main TeamForge application box.

For example, if you used these install instructions to install TeamForge 6.1.1, then this procedure is for you.

Note: This procedure is meant for sites that were installed in "advanced" mode. If your existing site was installed
in "dedicated" mode, use Upgrade a dedicated CollabNet TeamForge site to 6.1.1 on the same box on page 42
instead. If there is any doubt about what kind of site you are working with, see Is my TeamForge site "dedicated"
or "advanced?" on page 59

1. Back up your site data.
a) Make an archive file with the following data directories:

Directory Contents
/svnroot Subversion source code repositories
/cvsroot CVS source code repositories (not present on all sites)

mkdir /tmp/backup_dir
cp -Rpf /svnroot /cvsroot /tmp/backup dir

b) Back up your SSH keys, if any.
¢) Back up your SSL certificates and keys, if any.

2. Stop TeamForge.

/etc/init.d/httpd stop
/etc/init.d/collabnet stop tomcat

3. Move the repositories from any previous installs out of the way.

mv /etc/yum.repos.d/collabnet-6.1.0.0.repo
/etc/yum.repos.d/collabnet-6.1.0.0.repo.cn_backup

4. Download the TeamForge 6.1.1 installation repository from open.collab.net. Copy it to Zetc/yum. repos.d/.
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5. Uninstall the PostgreSQL support packages to clear the way for to install PostgreSQL. (These packages are installed
with the OS by default.)

yum erase postgresqgl-libs postgresql-docs

6. On the source code box, install the source code component of the TeamForge application.

yum clean all
yum install teamforge-scm

7. Make sure your Java settings are right for TeamForge 6.1.1.

a) Check the JAVA_HOME variable in
/opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf to make sure
TeamForge is using the right JDK.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf
The JAVA_HOME variable should look like this:
JAVA_HOME=/usr/java/jdkl.6.0_26

b) Inthe JBOSS_JAVA OPTS variable, increase the MaxPermSize value to 512.

8. If you don't specify a domain name, replace the HOST _localhost token with the hostname in the
site-options.conf file. Otherwise, ViewVC pages for Subversion and CVS repositories created after the site
is up, will be rendered with a CSS error.

9. Inthe site-options.conffile, use the shared secret key, SCM_DEFAULT_SHARED_SECRET, from the
site-options.conf file on the primary TeamForge server.

10. Create the runtime environment.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install.sh -r -1 -V

11. Update the file permissions on your site's data.

/opt/col labnet/teamforge/runtime/scripts/fix_data permissions.sh

12. Swap in the new Apache configuration file.

cd /etc/httpd/conf

mv httpd.conf httpd.conf old

cp httpd.conf.cn_new httpd.conf
/etc/init.d/httpd start

13. Start TeamForge.

/etc/init.d/httpd start
/etc/init.d/collabnet start tomcat

Is my TeamForge site "dedicated" or "advanced?"
Check the value of the DEDICATED_INSTALL variable to see what kind of site you are working with.

The type of TeamForge installation you have makes a difference for how you upgrade and patch the site. If you weren't
the one who installed your existing site, you'll need to find out if your site is a dedicated or advanced installation.

One easy way to tell if you have an advanced site is to check if any of your site's services are running on separate boxes
from the main TeamForge application. This can only happen on an advanced site.
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However, if your site has all its services running on the same box, it is not necessarily a dedicated site in the sense that
we're talking about. You can have an advanced site on a single box.

If there is any doubt, look in the site's master configuration file.

1.

2.

3.

Open the site-options.conTfile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

Look for the DEDICATED_INSTALL variable.

- |If DEDICATED_INSTALL is set to true, the TeamForge you have a dedicated installation, with the default
configuration and minimal user intervention.

- IfDEDICATED _INSTALL is setto false, or is not present, you have an advanced installation, with customizations
appropriate to this particular site's conditions and use patterns.

As you work through the instructions for upgrading or patching your site, watch for notes like this one:

Note: If you are working with a dedicated TeamForge installation, you can skip this. See Is my TeamForge
site "dedicated" or "advanced?" on page 59

If you do have a dedicated site, this may help lighten your load a little.

Enable reporting while upgrading to TeamForge 6.1.1

When upgrading from a TeamForge 6.1 site that does not have reporting, you have to configure a collection of variables
in the site-options.conf to turn on reporting in TeamForge 6.1.1.

The following procedure is an outline of what you need to when upgrading from TeamForge 6.1 (no reporting) to
TeamForge 6.1.1 (with reporting). For specific commands on upgrading (on the same or new hardware), see the instructions
for upgrade (dedicated) and upgrade (advanced).

1.

Stop TeamForge.

2. Back up your site data.
3. Install the TeamForge 6.1.1 build, making sure that you change the 6.1 site-options for the jdk and MaxPermSize

© N o g &

requirements in 6.1.1.

. Note: Tokens related to reporting should not be enabled.

Migrate the data to TeamForge 6.1.1.

Stop all services. Enable reporting-related tokens in si t e- opt i ons. conf and recreate the runtime.
Start the database if it is not running.

From the runtime/scripts directory, run the bootstrap-reporting-data.py script.

Start the TeamForge 6.1.1 site and make sure that reporting is enabled.

Troubleshooting: Upgrade PostgreSQL manually

The TeamForge upgrade utility upgrades PostgreSQL for you automatically when you run the
prepare-environment.sh script. However, when you upgrade to TeamForge 6.1 from TeamForge 5.4, patch 1,
it is possible for the automatic PostreSQL upgrade to fail. If this happens, you can do the PostgreSQL upgrade yourself.

The error, if it occurs, will look like this:
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ERROR: postgres upgrade failed.
Exiting due to fatal error.

1. Create a database dump.

. Note: If you have already made the dump, skip this step.

su - postgres -c /usr/bin/pg_dumpall > /tmp/dumppath/

2. Upgrade PostgreSQL.
a) Ensure that PostgreSQL is running.

/etc/init._d/postgresql-9.0 start
b) Upgrade the PostgreSQL packages.

yum install postgresql postgresqgl-server postgresql-docs
c¢) If you get this error:

Y%postun(postgresql-server-8.3.8-1PGDG.rhel5.x86_64) scriptlet failed,
exit status 1

then run this command:

yum erase postgresqgl-server-8.3.8-1PGDG.rhel5

3. Move the old pgsql directory out of the way.
mv /var/lib/pgsql/9.0/ /var/lib/pgsql/9.0 old

4. Rerun the prepare-environment.sh command. When it runs successfully, you can run install .sh and

migrate.py.
. Important: After you run the installer and before you run the migration command, you must reload the
PostgreSQL data dump:

su - postgres -c /usr/bin/psql < /tmp/dumppath/<name>._dmp

Install a different build of the same release

You can uninstall the current release and install a new build of the same CollabNet TeamForge release without touching
your site's data.

Replacing an instance of TeamForge with a new build of the same release on the same hardware is known as "point
upgrading.”

Point upgrading is a partial application of the process for upgrading to a new release. For comparison, see Upgrade to
TeamForge 6.1.1 on CentOS on page 41.

1. Stop TeamForge.

/etc/init.d/httpd stop
/etc/init._d/postgresql-9.0 stop
/etc/init.d/collabnet stop

2. Install the TeamForge application.
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3.

4.

yum install teamforge-app teamforge-scm teamforge-database teamforge-etl

Tip: If the yum installer balks, you may have duplicate rpm packages.

1. Getthe yum-uti s package, if it isn't already installed.
yum install yum-utils

2. Check for duplicate packages.
package-cleanup --dupes

3. Clean up the older packages, if any.
package-cleanup --cleandupes

4. Rerun the yum installer.

yum install teamforge [options]

Run the installer.
cd /opt/collabnet/teamforge-installer/6.1.1.0

Note: Make sure the token SCM_DEFAULT_SHARED_SECRET is present in the site-options.conf.

sudo ./install.sh -r -1 -V

Start TeamForge.

/etc/init.d/collabnet start

Convert TeamForge repositories from CVS to Subversion
To convert TeamForge repositories from CVS to Subversion, use the ctf-cvs2svn . py script.

1.

Make sure Subversion is enabled on the TeamForge site.

2. Do a pre-flight scan of the RCS files.

sudo RUNTIME_DIR/scripts/cvs2svn.py -p 1:2 --dumpfile /dev/null
CVS_REPOSITORY_BASE/<cvs_repository>

Convert the CVS data into a Subversion dump file.

sudo RUNTIME_DIR/scripts/cvs2svn.py --dumpfile=/path/to/final/dumpfile
CVS_REPOSITORY_BASE/<cvs_repository>

If you are converting large repositories, you may encounter a memory error. If that happens, pass the -—use-rcs
option to the this command as follows:

sudo RUNTIME_DIR/scripts/cvs2svn.py --dumpfile=/path/to/final/dumpfile
--use-rcs CVS_REPOSITORY_BASE/<cvs_repository>

Note: Like --use-rcs, there are various other options you can pass to cvs2svn. py as appropriate for
the CVS repository you're converting.

Load the dump file and convert the project.
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sudo RUNTIME_DIR/scripts/ctf-cvs2svn.py
--cvs-integration-name=<cvs_integration_name>
--svn-integration-name=<svn_integration_name>
--cvs-repository-name=<cvs_repository name> --dumpfile=/path/to/dumpfile

When there is already a Subversion repository with the same name as the CVS repository, provide a Subversion
repository name explicitly using the —-—svn-repository-name option.

sudo RUNTIME_DIR/scripts/ctf-cvs2svn.py
--cvs-integration-name=<cvs_integration_name>
--svn-integration-name=<svn_integration_name>
--CvVs-repository-name=<cvs_repository_name> --dumpfile=/path/to/dumpfile
--svn-repository-name=<svn_repository_name>

Note:

< If the CVS repository has spaces, you must enclose it within quotes while running the script.
e Every time you convert a repository, you need to restart the TeamForge site after the conversion.

¢ Inthe case of an advanced mode TeamForge installation where SCM resides on a separate box, you need to
add the <scm_host_ip> entry in the pg_hba . conf file of the TeamForge database.

Patch CollabNet TeamForge 6.1.1 on CentOS

When new functionality or bug fixes must be applied to a running CollabNet TeamForge site, you may need to install
or remove a patch.

Before doing anything with patches, locate the directory where you saved the CollabNet TeamForge installer.

. Note: For convenience, this is referred to as the installation source directory.

By default, the installation source directory is /opt/col labnet/teamforge-installer/6.1.1_0. If necessary,
download the installer from the CollabNet web site and unpack it in this directory.

Apply a patch
The patch installer is built into the existing TeamForge installation, and it updates itself automatically via yumwhen
you run it.

1. Stop TeamForge.

/etc/init.d/httpd stop
/etc/init.d/postgresql-9.0 stop
/etc/init._d/collabnet stop

2. Run the patch installer from the base installer directory.

cd /Zopt/collabnet/teamforge-installer/6.1.1.0
-/patch-install_.sh -1 1 -n -V -d /opt/collabnet/teamforge

The -l parameter specifies the number of the patch (also called the patch level) and the -d parameter specifies the
directory where the site is running.

. Note: If you have redirected the logs during the patch install process (./patch-install.sh -1 2
-d /opt/collabnet/teamforge &> /tmp/install.log), you may see the command prompt
at this point. This does not indicate that the installation has ended. To verify that the install process is still
running, you canrun ps -ef | grep install.
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3. Start TeamForge.

/etc/init.d/httpd start
/etc/init._d/postgresql-9.0 start
/etc/init._d/collabnet start

4. Verify that your patch change has worked.

a) Log onto the site as a site administrator.
b) On the Admin tab, click System Tools.
c¢) Click Build Information and observe which patches are present.

5. Ensure that your users can access their source code.
a) Click Admin in the CollabNet TeamForge navigation bar.
b) On the site administration navigation bar, click Integrations.
c¢) For each source control service you are supporting, verify that the right paths are specified.
e SOAP service host should be localhost or the host name of the server on which you just installed
TeamForge.

* Repository base URL should be the URL for the top level of your source code server (which may be the
same as your application server). For example, http://<myscmbox>/svn/repos

* SCM Viewer URL should be the URL for the ViewV/C application on your source control server. For example,
http://<myscmbox>/integration/viewvc/viewvc.cgi

d) Select all your source code integrations and click Synchronize Permissions.
This updates the permissions on your code repositories so that users can access them from the new site.

. Note: By default, the DISABLE_CREATE_INTEGRATION_SERVERS flag in the site-options.conf
file is set to false, which allows users to create new external integrations. To suppress the ability to add
integrations, change this setting to true and recreate the runtime environment before making the site available
to users.

' Note: During a patch upgrade, the TeamForge installer creates a local repository where it keeps stuff it's going
to need. When the upgrade is finished, this local repository is kept for backup purposes.

If for any reason you need to run the patch procedure again, you can reuse this local repository, but you must
first rename it so the installer can find it, like this:

mv cn-collabnet-local .repo.backup cn-collabnet-local.repo

Remove a patch

To downgrade a patch that you have installed on your TeamForge site, run the patch installer from the directory
corresponding to that patch.

1. Stop TeamForge.

/etc/init.d/httpd stop
/etc/init.d/postgresql-9.0 stop
/etc/init.d/collabnet stop

2. Change to the install directory for the patch you want to revert.
For example, if you are reverting from patch 3:

cd /opt/collabnet/teamforge-installer/6.1.1.3

3. Run the patch installer with the appropriate level flag.
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./patch-install.sh -d Zopt/collabnet/teamforge -1 <single-digit number of
patch you are downgrading to> -V

For example, to downgrade to the base installation with no patches:

./patch-install_sh -d /opt/collabnet/teamforge -1 0 -V

Copy the site-options.conf file from the backup directory back to the installation directory for your new
patch level.

cd /opt/collabnet/teamforge-installer

cp 6.1.1.0-backup/conf/site-options.conf 6.1.1.0/conf/

Recreate the runtime environment.
cd /opt/collabnet/teamforge-installer/6.1.1.0

/install_.sh -r -n -V -d /opt/collabnet/teamforge

Start TeamForge.

/etc/init.d/httpd start
/etc/init.d/postgresql-9.0 start
/etc/init._d/collabnet start

Verify that the patch was reverted.

a) Log onto the site as a site administrator.
b) On the Admin tab, click System Tools.
c¢) Click Build Information and observe which patches are present.

Downgrade a patch using YUM

To downgrade a patch on your TeamForge site using the YUM installer, you need to specify the TeamForge packages
for the services enabled on the box and the list of CN-* packages that changed in that patch.

For the services enabled on the box, these are the TeamForge rpms you need to specify in the patch downgrade command:

app: teamforge-app, teamforge-etl, teamforge-scm
etl: teamforge-etl, teamforge-scm

scm: teamforge-scm

database/datamart: teamforge-database

Stop TeamForge.

/etc/init.d/httpd stop
/etc/init._d/postgresql-9.0 stop
/etc/init.d/collabnet stop

Find the packages contained in the patch.
For example, let's say you ran this command:
cat /opt/collabnet/teamforge/dist/conf/patches

and got this result:

118.1: CN-runtime,CN-jakarta-log4j,
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118.2: CN-quartz,CN-runtime,

3. Run the downgrade command.

To downgrade from patch level 1 to patch level 0 in the above example, here's the command:

yum downgrade teamforge teamforge-app teamforge-etl teamforge-scm
teamforge-database TeamForge-installer CN-jakarta-log4j CN-runtime

To downgrade from patch level 2 to patch level 1 in the example, here's the command:

yum downgrade teamforge teamforge-app teamforge-etl teamforge-scm
teamforge-database TeamForge-installer CN-runtime CN-quartz

. Note: During the downgrade, the site-options.conf file is automatically backed up into
/opt/collabnet/teamforge-installer//6.1.1.0/conf.

4. Recreate the runtime environment.
cd /opt/collabnet/teamforge-installer/6.1.1.0

./Zinstall.sh -r -n -V -1 -d /Zopt/collabnet/teamforge

5. Start TeamForge.

/etc/init.d/httpd start
/etc/init.d/postgresql-9.0 start
/etc/init.d/collabnet start

6. Verify that the patch was reverted.

a) Log onto the site as a site administrator.
b) On the Admin tab, click System Tools.
c¢) Click Build Information and observe which patches are present.

Troubleshoot patches
You may encounter problems like these when applying or removing a patch.

Can't install patch

When you try to install a patch, the component upgrade process may error out if you do not have a full component

upgrade bundle.

You may see the following error:

Error message: "The patch file <package name> could not be found in the patch
directory. Please verify the patch and try again."

1. Check that the RPMs in the install list are present in the upgrade component directory.

2. If you receive this message you should verify that you have received and unpacked the whole Component Upgrade
bundle.

Patch installation fails
If the environment is corrupted, the patch installation process may fail.

Suppose you are upgrading an installation from patch level 1 to level 4 and the system has finished uninstalling the
packages. While trying to install the first package, the system encounters a problem and the installation fails.

Run the upgrade-site. sh script with the -F option to get past a failed installation.
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In this scenario, you can get to patch level 1 with one of these commands:

e ./upgrade-site.sh -d /opt/collabnet/teamforge -r -F
e ./upgrade-site.sh -d /opt/collabnet/teamforge -1 1 -F
e _./upgrade-site.sh -d /opt/collabnet/teamforge -f manifest-1 -F

Note: The -F option forces the specified upgrade or downgrade.

Maintain your CollabNet TeamForge 6.1.1 site on CentOS

You've got CollabNet TeamForge installed, up to date, and operating on the appropriate scale. Now you're in day-to-day
maintenance mode. While you're waiting around for something to go wrong, there's a lot you can do to support users
and project managers, monitor the site's performance, and generally keep things running smoothly.

Supply your TeamForge license key
Your license key enables you to use CollabNet TeamForge for the period of your contract.

Your license key will only work for the IP address of the machine that your CollabNet TeamForge is running on, as
specified in your order form.

Tip: These steps are for installing your license key via the web interface. If you prefer, you can install it as a

|
text file instead. See Supply your CollabNet TeamForge license key as a text file on page 67.

1. Locate the confirmation email you received from your CollabNet representative when you purchased your contract.
2. Log into your site as the site administrator.

. Note: The site administrator is different from the root user on the machine where the site is running.

3. Click Admin > License Key .
If you have entered a license before, the IP address and current licensed number of users on your site are listed on
the License Key page. Verify that the IP address is the same as the one you entered in your order form.

4. Click Enter License Key.

5. Copy your new license key from the confirmation email and paste it into the Enter License Key field.
A license key string looks like this:
ZapralHTcULRIRA SRR

Tip: save this license key in case you need to reinstall CollabNet TeamForge.

RS M O Y e SaaRb A 6000756

6. Click Save.
7. Verify that the new value for Licensed Number of Users matches the total number of licensed users in your contract.

Supply your CollabNet TeamForge license key as a text file
Your license key enables you to use CollabNet TeamForge for the period of your contract.

Your license key will only work for the IP address of the machine that your CollabNet TeamForge is running on.

Important: If you are upgrading from a site with a limited number of users to an enterprise-scale site, you must
install your license key before starting CollabNet TeamForge . Otherwise, your site could be rendered inoperable.

1. Locate the confirmation email you received from your CollabNet representative when you purchased your contract.
2. Create a text file and copy-paste your license key from the confirmation email into it.
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For example, if your organization has 80 users who will use only the source code management features and 100
users who need the full range of application lifecycle management features, your license key string may look like

this:
A Er TR TR S PR R oA R S P T A R e AT R e O TR S T R I P
I Tip: save this license key in case you need to reinstall CollabNet TeamForge.

3. Save the text file as Zopt/col labnet/teamforge/var/etc/sflicense.txt

' Tip: Save your license key somewhere remote too, in case you need to reinstall CollabNet TeamForge and
your sflicense. txt file is not accessible.

4. Make the license file usable by the application.

chmod 0400 /opt/collabnet/teamforge/var/etc/sflicense.txt
chown ctf-admin:ctf-admin /Zopt/collabnet/teamforge/var/etc/sftlicense.txt

' Note: If necessary, change ctf-admin to match the value of the APP_USER variable in the
site-options.conffile.

Support CollabNet TeamForge users

As a system administrator, you can do these things to help maximize the effectiveness and productivity of your site's
users.

Authenticate users with LDAP
Use LDAP to facilitate managing users and groups in CollabNet TeamForge.

Set up LDAP integration for the CollabNet TeamForge site
Follow these steps to convert your CollabNet TeamForge installation to authenticate against your corporate OpenLDAP

server.

' Note: Only OpenLDAP 2.3.27-5 is officially supported, but with some modifications you may be able to make
a simple Active Directory integration work as well. See the suggested modifications for login-config.xml on
page 149.

1. Shut down CollabNet TeamForge .

/etc/init.d/httpd stop
/etc/init.d/collabnet stop
/etc/init._d/postgresql-9.0 stop

2. Copy the LDAP configuration file to the data directory.

cd /opt/collabnet/teamforge

cp dist/jboss/jboss-3.2.6/server/default/conf/login-config.xml
var/etc/login-config.xml

3. Editthe <installation_source>/conf/site-options.conf file.
a) Tell CollabNet TeamForge to use LDAP authentication.
Under "External User Authentication,” uncomment this line:

USE_EXTERNAL_USER_AUTHENT ICATION=false

and change its value to true.
b) Tell CollabNet TeamForge where to look for your LDAP configuration settings.
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Uncomment this line:
LOGIN_CONFIG_XML_FILE={ DATA DIR__}/etc/login-config.xml

Note: DATA_ DIR is usually mapped to the Zopt/col labnet/teamforge/var directory. You
may want to check the SITE_DIR and DATA_DIR variables.

¢) Check that the MINIMUM_PASSWORD_LENGTH variable matches the limit used on the LDAP server.
If your LDAP server does not enforce a minimum password length, set MINIMUM_PASSWORD_LENGTH to
0 (zero).

Note: If a password is used in LDAP that is shorter than the minimum allowable password length in
CollabNet TeamForge, you will not be able to create the user in CollabNet TeamForge .

4. Inthe Zopt/collabnet/teamforge/var/etc/login-config.xml file, modify the TeamForge
application-policy block to enable CollabNet TeamForge to authenticate against your LDAP server.

I Tip: The application-policy block begins on line 113 of the login-config.xml file.

a) Replace the TeamForge appl ication-policy block with the code listed in the sample
application-policy block in login-config.xml on page 149.

b) Replace principalDNPrefix with your LDAP username parameter.
In the example application-policy block, the username is stored in LDAP as the uid parameter.

I Note: Make sure to include the trailing = in the prefix.

¢) Replace principalDNSuffix with the LDAP domain in which usernames are stored.

. Note: Make sure to include the leading comma in the suffix if one is needed.

d) Replace Java.naming.provider.url with the URL of your LDAP server.

In the example application-policy block, the URL of the LDAP server is
ldap://util._dev.sf_net:389/.

. Note: Make sure to include Idap:// at the beginning of the URL.

5. Save all the files you have edited and change their ownership back to sf-admin.

chown sf-admin.sf-admin login-config.xml

6. Recreate the runtime environment.

./Zinstall.sh -V -r -d Zopt/collabnet/teamforge

Set up LDAP for a source control integration server
Using LDAP on an integration server can speed up performance for users.

By default, a source code integration server authenticates users via UNIX users and groups. However, managing a large
number of users and repositories this way can be slow. To reduce the time required to create, manipulate, and synchronize
users and groups, you can configure the integration server to use OpenLDAP 2.3.27-5.

Note: Do not use this technique to connect an integration to a pre-existing corporate LDAP system. This
approach uses a local, private LDAP server to replace /etc/passwd and Zetc/group for user and group
management.

Take the following steps on each integration server you want to convert to LDAP.
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1. Ensure that the following RPMs are installed:

* openldap
< openldap-clients
e openldap-servers

2. Verify that /etc/openldap/cacerts exists.
3. Inthe Zetc/openldap/slapd.conf file, change the following values:

Option Value

suffix "dc=teamforge,dc=com"

rootdn "cn=Admin,dc=teamforge,dc=com"

rootpw sfee

sizelimit 30000

. Tip: To supply an encrypted password instead of clear text for rootpw, run the command

slappasswd

You are prompted for a password, and a string that looks like the following is displayed:
{SSHA} 7hC2H500EZOaT6rL3hAvyxylljrZYB2

Use that string instead of the sFee used in the rootpw example.

4. Configure the LDAP service to start on boot.

chkconfig --level 345 ldap on

5. Make sure the LDAP database directory is clean and has the correct permissions.

rm -F /var/lib/ldap/* chown -R ldap.ldap /var/lib/ldap

6. Start the LDAP server.

/etc/init.d/ldap start

7. Create an initial LDIF (LDAP Interchange Format) file for your groups.

I Important: Make sure no lines in the 1di T content start with white space.

Refer to the following for LDIF content:

dn: dc=teamforge,dc=com dc: teamforge objectClass: top objectClass: domain
dn: ou=Users,dc=teamforge,dc=com ou: Users objectClass: organizationalUnit
dn: ou=Groups,dc=teamforge,dc=com ou: Groups objectClass: organizationalUnit
dn: cn=sfee,ou=Groups,dc=teamforge,dc=com cn: sfee objectClass posixGroup

gidNumber: 30000

8. Add the LDIF information.

ldapadd -x -D cn=Admin,dc=teamforge,dc=com -W < initial._ldif

When you are prompted for a password, type the password you used in slapd.conf.

9. Manually remove groups and users created by CollabNet TeamForge from /etc/group and /etc/passwd.
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These are usually grouped at the end of the respective files. The groups include sfal l, sfunrest, and all groups
named reps with a numeric suffix (for example: reps1001).

I Note:

e If users are left in the Zetc/passwd or /etc/shadow files, those users may get permission errors
when committing code to repositories on that integration server.

e If groups created by an old TeamForge version are left in the /etc/group and /etc/gshadow files,
users of those groups may get permission errors when checking in. If groups are removed from these
files, a synchronize external system call will be required to restore correct permissions.

10. Configure the server to authenticate from LDAP.

a) Open the authentication GUI tool with the authconfig command.
b) Select Use LDAP.
c) Specify the base DN and server.

. Note: Do not select Use TLS.

d) Click Next.
e) Select Use LDAP Authentication. Fill in the DIDAP basedn and host information.
f) Click OK.

This program modifies some Zetc/pam.d entries and writes out a valid Zetc/ 1dap . conf file.
11. Restart sshd.

/etc/init.d/sshd restart

12. In /etc/nsswitch.conf, verify that the passws, shadow, and group entries look like this:
passwd: files ldap shadow: files ldap group: files ldap

13. Verify that Zetc/ Idap . conT contains these values:
nss_base passwd ou=Users,dc=teamforge,dc=com?one nss_base_shadow
ou=Users,dc=teamforge,dc=com?one nss_base group
ou=Groups,dc=teamforge,dc=com?one pam_Ffilter objectClass=posixAccount
pam_login_attribute uid

14. Log onto the integration server.

15. To configure the CollabNet TeamForge integration server to update LDAP, add these entries to
/conf/site-options.cont:

Entry Value Description

CVS_LDAP_HOST localhost The host of the LDAP server.

CVS_LDAP_PORT 389 The port of the LDAP server.

CVS_LDAP_USERS_DN Example: Schema address that users are added into.
ou=Users,dc=teamforge,dc=com

CVS_LDAP_GROUPS DN Example: Schema address that groups are added into.
ou=Groups,dc=teamforge,dc=com

CVS_LDAP_USERS _STARTID |30000 The numeric userid to start counting from

when creating new users.
CVS_LDAP_GROUPS_STARTID | 30005 The numeric groupid to start counting from

when creating new groups.
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Entry Value Description

CVS_LDAP_BIND DN Example: The "root dn" for the LDAP server. This
cn=Admin,dc=teamforge,dc=com | must be the value specified in
slapd.conft.

CVS_LDAP_BIND_PASSWORD The password for the root dn.
INTEGRATION_OS linux_Idap
CVS_USER_DEFAULT_GROUP |sfee

16. Restart the integration server.

/opt/col labnet/teamforge/runtime/scripts/teamforge-integration-init.sh
restart

17. Log into the CollabNet TeamForge site's web interface as site administrator.
18. On the Integration Systems page, synchronize permissions for all managed source code integration servers.

Note: Running synchronize permissions will send email to your entire user community. This occurs because
the users need to click on the link in the email to set their LDAP password (by entering their current
SoureceForge password). The password cannot be set automatically during migration because only the
encrypted version is available.

19. When synchronize permissions has completed, correct the permissions on the home directories of your users.
On each source code server that you have converted to LDAP, run these commands:

cd /home for i in * do chown -R $i.root $i done

Note: You may see some errors. This is normal and indicates disabled/deleted users.

Modify the application policy
To enable CollabNet TeamForge to authenticate against your LDAP server, modify the application-policy block of the
login-config.xml file.

When the username is passed to the login module from CollabNet TeamForge , it is translated into a DN for lookup on
the LDAP server.

1. The DN that is sent to the LDAP server is:

<principalDNPrefix><username><principal DNSuffix>
principalDNPrefix - Replace principalDNPrefix with your LDAP
username parameter.

. Note: In the example application-policy block, the username is stored in LDAP as the uid parameter.

I Important: Be sure to include the trailing = in the prefix.

2. principalDNSuffix - Replace principalDNSuffix with the LDAP domain in which
usernames are stored.

In the example application-policy block, the username is stored in the People organizational unit in the dev.sf.net
domain. This is represented as:
,ou=People,dc=dev,dc=sf,dc=net

' Important: Be sure to include the leading comma in the suffix if one is needed.
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3. Replace java.naming.provider.url with the URL of your LDAP server.
In the example application-policy block, the URL of the LDAP server is:

ldap://util._dev.sf._net:389/
Note: Be sure to include Idap:// at the beginning of the URL.

Important: To complete your CollabNet TeamForge configuration and enable your CollabNet TeamForge
JBoss installation to authenticate against your corporate LDAP server, you must restart CollabNet TeamForge

Turn off LDAP authentication
During some maintenance operations, such as upgrades, you may need to turn off LDAP authentication temporarily.

1. Open the site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

2. Inthe site-options.conf file, comment out these variables:

 USE_EXTERNAL_USER_AUTHENTICATION
+ LOGIN_CONFIG_XML_FILE
« MINIMUM_PASSWORD_LENGTH

3. Restart the runtime environment.

./install_sh -V -r -d /opt/collabnet/teamforge

4. Review the variables you've changed, then save the site-options.conf file.

Back up CollabNet TeamForge data
Save a copy of your TeamForge site's data to a location where you can quickly retrieve it to your TeamForge 6.1.1 site.

» If you are upgrading by installing TeamForge 6.1.1 on new hardware, then you'll need the backed-up site data to
complete the upgrade.

« If you are upgrading your site on the same hardware, then you won't need the backed-up data, but you should create
it anyway, as a precaution.

1. Stop the TeamForge application server and the Apache server, if they are running.

/etc/init._d/httpd stop
/etc/init.d/collabnet stop

2. Back up your site data.
a) Make a dump file of your site database.
(This may be the same as your TeamForge application server or a separate box.)

You have to do a PostgreSQL dump because we are upgrading the PostgreSQL application as part of this upgrade.

Note: These commands are for a PostgreSQL database, which is the default. If your site uses an Oracle
database, follow the Oracle backup procedure instead.

su - postgres


http://www.orafaq.com/wiki/Oracle_database_Backup_and_Recovery_FAQ
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/usr/bin/pg_dumpall > /var/l1ib/pgsqgl/backups/teamforge_data_backup.dmp

exit

mkdir /tmp/backup_dir

cp /var/lib/pgsgl/backups/teamforge data backup.dmp /tmp/backup dir/
Note: If your reporting database is running on a separate port, back up your reporting database too:

/usr/bin/pg_dumpall -p <reports_database port> >
/var/lib/pgsql/backups/teamforge_reporting _data backup.dmp

b) Make an archive file with the following data directories:

Directory Contents

/opt/collabnet/teamforge/var User-created data, such as artifact attachments
/svnroot Subversion source code repositories

/sf-svnroot Subversion repository for branding data

/cvsroot CVS source code repositories (not present on all sites)

cp -Rpf /svnroot /sf-svnroot /cvsroot /opt/collabnet/teamforge/var
/tmp/backup_dir

cd /tmp
tar czvf 6lbackup.tgz backup_dir

¢) Back up your SSH keys, if any.
d) Back up your SSL certificates and keys, if any.

Set up an Oracle database
To use an Oracle database for your CollabNet TeamForge data, set up the Oracle database and tell the installer how to
handle it.

1. Make sure your database uses UTF8 or AL32UTF8 encoding.
This is needed to support users in Asian languages.
For information about discovering and changing the database encoding, see this Oracle knowledge base article.

2. Connect to your Oracle database.

SQL> connect <adminusername>@<db_name>/<adminpassword> as sysdba

3. Create the database user and password you will use to connect from CollabNet TeamForge to Oracle.

SQL> create user <sf user> identified by <sf passwd> default tablespace <your
tablespace> temporary tablespace <temporary tablespace>;

User created.

4. Grant permissions to the user that you just created.

SQL> grant unlimited tablespace to <sf user>;
SQL> grant create snapshot to <sft user>;

SQL> grant create cluster to <sft user>;

SQL> grant create database link to <sf user>;
SQL> grant create procedure to <sf user>;
SQL> grant create sequence to <sft user>;

SQL> grant create synonym to <st user>;


http://oracle.ittoolbox.com/documents/popular-q-and-a/changing-the-character-set-of-an-oracle-database-1601#

SQL> grant
SQL> grant
SQL> grant
SQL> grant
SQL> grant
SQL> grant
SQL> grant
SQL> exit
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create trigger to <sf user>;
create type to <sf user>;
create view to <sf user>;
query rewrite to <sf user>;
alter session to <sf user>;
create table to <sf user>;
create session to <sf user>;

Note: Replace <sf user> with the database username specified in site-options. confand <sf passwd>
with the database password specified in site-options.conf.

The CollabNet TeamForge installer creates the tables and default values for you.

Rebuild TeamForge search indexes
You can rebuild your site's search index without stopping TeamForge.

Any new objects created during this time will not be immediately indexed, but will be queued until after the re-indexing.

1. Make sure the TeamForge site is up.
2. Run the re-index script.

/opt/collabnet/teamforge/runtime/scripts/SearchReindex.py

After the script completes, everything is queued for re-indexing. It will take some time to process the re-index requests.

Note: Due to the Lucene upgrade for search functionality, upgrading to TeamForge 6.1.1 requires a complete

re-index of the site. This could take several hours, and the index data could double in size.

Permit big file uploads
When many users store very large files on your site, you may sometimes notice a slowdown in your site's performance.
You can reduce the impact of such a use pattern by telling TeamForge not to index files larger than a certain size.

Note: It's also a good idea to let your users know that the Documents tool in TeamForge is not designed primarily

as a storage device. As a best practice, upload documents to make them available for collaboration, not for
backup or long-term storage.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

Note: vi is an example. Any *nix text editor will work.

2. Add the SEARCH_MAX_FILE_SIZE parameter and give it a value equal to the maximum size (in bytes) of files to

be indexed.

Note: The default value is 10M. With this value, files larger than 10M are not indexed.

A value of zero or less specifies that there is no limit, which is the same as the default behavior without the variable.
3. Review the variables you've changed, then save the site-options.conffile.
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Allow searching of archive files
By default, users can't search the content of archive files uploaded to TeamForge, such as zip, tar, or docx files. If
your users need it, you can provide this ability.

Microsoft Office 2007 files, such as files with the . docx extension, are archive files. By default their content is not
indexed and does not show up in search results. However, information that TeamForge maintains about those documents,
such as title, author, description and version, does appear in search results.

If you permit archive searching, watch for performance slowdowns associated with the larger volume of indexing that
TeamForge is doing. Depending on your site members' use patterns, the performance cost may or may not be acceptable
to your users.

. Note: It'salso a good idea to let your users know that the Documents tool in TeamForge is not designed primarily
as a storage device. As a best practice, upload documents to make them available for collaboration, not for
backup or long-term storage.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

2. Add the SEARCH_SUPPRESS ARCHIVE_SUB_DOCS parameter and set it to false.
This enables files inside archives (such as . zip, -gz, or . tar) to be indexed for search.

3. Review the variables you've changed, then save the site-options.conf file.

Limit the size of message attachments
To avoid overtaxing your mail server or your storage volume, you may want to set a ceiling on the size of the attachments
that users can send to a forum via email.

When a user sends an attachment that is larger than the limit, the message is rejected and the user gets an email from
the Site Administrator explaining that the attachment exceeded the limit.

Tip: Before imposing a file attachment size limit, it's a good idea to point your users to better ways of
collaborating around large files. Consider suggesting source code repositories, backup systems, or other appropriate
solutions.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

2. Set the value of the DISCUSSION_MAX_ATTACHMENT _SIZE variable to a reasonable level.
For example, if your users are given to using Microsoft Word documents on the site, you might set
DISCUSSION_MAX_ATTACHMENT_SIZE to 10 MB, and increase the value by two or three MB at a time if users
need more headroom.

3. Review the variables you've changed, then save the site-options.conffile.
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Limit the size of document attachments
When many users store very large documents on your site, you may sometimes notice a slowdown in your site's

performance. You can reduce the impact of such a use pattern by telling TeamForge not to attach documents larger than
a certain size.

. Note: It's also a good idea to let your users know that the Documents tool in TeamForge is not designed primarily
as a storage device. As a best practice, upload documents to make them available for collaboration, not for
backup or long-term storage.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

2. Add the DOCUMENT_MAX_FILE_UPLOAD_SIZE parameter and give it a value equal to the maximum size (in
megabytes) of documents to be uploaded.

3. Review the variables you've changed, then save the site-options.conffile.

Who can post to discussions by email?

To help reduce the risk of spam or other mischief, you may need to limit the users who can post to discussion forums
by email.

To leverage the advantages of community collaboration, you should keep your forums as open as you can. However,
some sites require tighter control over who can participate in discussions. TeamForge enables you to balance openness
against privacy along a spectrum of choices.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

2. Add the DISCUSSION_EMAIL_POSTING variable, and give it the value that reflects the degree of openness your
site's discussion forums require.

Use one of these values:

Value Description

0 Allow only forum admins.

1 Users with roles and permissions.
4 All logged in users.

5 Allow known email addresses only.
6 Allow all site users and guests.

3. Review the variables you've changed, then save the site-options.conffile.

The value you set here determines the maximum degree of openness to email posting for all projects on your site. For
example, consider a site where project members can post by email (level 3). For a project that requires extra security,
the project administrator can choose to accept email only from users with the appropriate role (level 1). However, a
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project owner cannot accept email posts from a less restrictive category of users, such as all users who are logged in
(level 4).

Who can monitor discussions?
You may need to limit the users who can monitor discussion forums.

To leverage the advantages of community collaboration, you should keep your forums as open as you can. However,
some sites require tighter control over how users keep track of discussions. TeamForge enables you to balance openness
against privacy along a spectrum of choices.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

2. Add the DISCUSSION_EMAIL_MONITORING variable, and give it the value that reflects who you want to get
updates on discussions via email.

Use one of these values:

Value Description

0 Allow only forum admins.

1 Users with role permissions.

4 All logged in users.

5 Allow all site users and guests.

3. Review the variables you've changed, then save the site-options.conffile.

The value you set here determines the maximum degree of openness to monitoring discussions for all projects on your
site. For example, consider a site where project members can monitor discussions (level 3). For a project that requires
extra security, the project administrator can dictate that only users with the appropriate role can monitor discussions
(level 1). However, a project owner cannot allow monitoring for a less restrictive category of users, such as all users
who are logged in (level 4).

Reduce discussion spam
You can filter out some kinds of spam from your project's discussion forums.

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

2. Add one or more MIME types to the Reject MIME types filter.

The presence of any of these MIME types in an incoming message (via email) will cause its rejection with appropriate
notification to the posting user.

For example:DISCUSSION_REJECT_MIME_TYPES=application/pdf,text/xml
3. Add one or more MIME types to the Drop MIME types filter.

The presence of any of these MIME types in an incoming message (via email)will cause its attachment to be deleted
with appropriate notification to the posting user.

For example:DISCUSSION_DROP_MIME_TYPES=image/jpeg,image/jpg,text/xml
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4. Add one or more header names to the remove headers filter.

If an incoming email posting contains any of these headers, they will be quietly removed from the message before
it is archived and before subscribers are notified.

For example:DISCUSSION_REMOVE_HEADERS=precedence,x-no-archive,Return-Path
5. Add one or more header names to reject headers filter to be rejected or moderated (if discussion is moderated).

Use regular expressions, each regular expression must match an entire header. The match of any of these headers in
an incoming message (via email) will cause its rejection with appropriate notification to the posting user.

For example:DISCUSSION_REJECT_HEADERS=(?s).*headernamel:value2.*,(?s).*name2:value2.*
6. Add one or more entries for Reject content filter.

Use regular expressions, each regular expression must match an entire entry. The match of any of these entries in
discussion body and subject of an incoming message (via email) will cause its rejection with appropriate notification
to the posting user.

For example: DISCUSSION_REJECT_CONTENT=(?s).*word.*,(?s).*spam.*

. Note: The content entry is a case sensitive.

7. Review the variables you've changed, then save the site-options.conf file.
8. Restart the site.

Install project templates
Provide sample projects to help users get started quickly.

TeamForge comes with a sample template useful for agile development projects. Site administrators and project managers
can use this template to jump-start a project without a lot of manual setup steps.

In the TeamForge installation directory, run the instal I-project-templates.py script.

cd /opt/collabnet/teamforge-installer/6.1.1.0
./install-project-templates.py -V

Use a site administrator user name and password. For a new site, these are admin and admin.

' Tip: On some servers, it may take a few seconds for the SOAP server to be ready after installation. If
install-project-templates.py returns an error, try waiting briefly and then running it again.

Let users see what's in a project template
Help your site's project administrators choose a project template by enabling them to see the contents of the templates
that are available.

By default, only site administrators can see project template detail, but project administrators normally create a project
from a project template. To choose the right template, a project manager may want to know if tasks, documents, wiki
pages or other kinds of content are included in a given template.

I Note:

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

Note: vi is an example. Any *nix text editor will work.

2. Change the value of the SHOW_PROJECT_TEMPALTE_DETAIL_TO_NON_SITEADMINS variable to true.
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3.
4.

Note: Use the parameter name as given, including the typo.

Review the variables you've changed, then save the site-options.conf file.
Recreate the runtime environment.

./install._sh -V -r -d /opt/collabnet/teamforge

Provide a Perforce source control server
Enabling your users to integrate Perforce repositories into their TeamForge projects requires some extra configuration.

1.

If you are adding Perforce support to an existing site, back up your site's data first. (If you are adding Perforce as
part of installing a new site, skip this.)

See Back up CollabNet TeamForge data on page 94.

Install Perforce, using the instructions in the Perforce sysadmin documentation.

. Open the site-options.conTfile.

This is the master configuration file that controls your TeamForge site.
vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

I Note: vi is an example. Any *nix text editor will work.

Add these variables to your site-options.conf file, changing the values as appropriate:

PERFORCE_CLIENT=/usr/local/bin/p4
PERFORCE_PORT=localhost:1666
PERFORCE_LICENSE_FILE=/tmp/license

Review the variables you've changed, then save the site-options.conf file.

If your Perforce server is running SUSE, remove the perforce user from the TeamForge server and bootstrap the
site data. (If you are on Red Hat or CentOS, skip this.)

userdel perforce
./bootstrap-data.sh

If you are adding Perforce support to an existing site, restore your site's data.
See Restore backed-up CollabNet TeamForge data on page 95.

Protect your CollabNet TeamForge site
You can take various measures to maximize the security of your CollabNet TeamForge users.

Set up SELinux
If SELinux is active on the machine where your CollabNet TeamForge site is running, modify it to allow the services
that TeamForge requires.

This type of configuration is required for a complete TeamForge installation.

1.

2.

Enable Apache (running on port 80) to proxy traffic to JBoss (running on port 8080).

setsebool -P httpd_can_network_connect 1

When you are installing TeamForge, follow these steps to enable services to come up when needed.
a) Change the context for the TeamForge log.


http://www.perforce.com/perforce/doc.current/manuals/p4sag/01_install.html
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chcon -R -h -t httpd_sys content_t /opt/collabnet/teamforge/log/httpd
b) Change the context for PostgreSQL.
chcon -R -h -t postgresqgl _db_t /var/lib/pgsql/9.0
c) Create the PostgreSQL log directory and set the appropriate permissions.

mkdir /opt/collabnet/teamforge/log/pgsqgl
chown -R postgres:postgres /opt/collabnet/teamforge/log/pgsql
chmod 777 /opt/collabnet/teamforge/log/pgsql/

d) Change the context for the PostgreSQL log.
chcon -R -h -t postgresqgl_db_t /opt/collabnet/teamforge/log/pgsql/
3. After your site is installed and contains some live data, follow these steps to allow source control services to work.
a) Change the context for your Subversion source code service.
chcon -R -h -t httpd_sys content_t /svnroot
b) Change the context of the Subversion repository that handles the branding (look and feel) of your site.

chcon -R -h -t httpd_sys content_t /sf-svnroot
chcon -R -h -t httpd_sys content_t /opt/collabnet/teamforge/var/overrides

c) Change the context for your local CVS repository, if you have one.

chcon -R -h -t httpd_sys content_t /cvsroot

Protect your TeamForge site with SSL

Use Secure Socket Layer (SSL) to run your Web server securely.

Set up SSL for your TeamForge site

To force all TeamForge traffic to use SSL encryption (HTTPS), state that preference in your configuration file.

1. Back up your existing Zetc/httpd/conf/httpd.conT file.
2. Open the site-options.conf file.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: v1i is an example. Any *nix text editor will work.

3. Set the options to enable SSL for the site.

a) Setthe SSL variable to on.
b) Setthe SSL_CERT_FILE variable to the location of the file that contains your site's SSL certificates.

SSL_CERT_FILE=www.example.com.crt
c) Setthe SSL_KEY_FILE variable to the location of the file that contains your site's RSA private keys.
SSL_KEY_FILE=www.example.com.key

Important: Select a location for your cert file and your key file that is permanent across restarts. Don't
use a temp directory that can be wiped out.
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4. Inthe site-options.conf file, make sure the value of the DOMAIN_localhost variable matches that of your
SSL certificate.

5. Rename the Zetc/httpd/conf.d/ssl.conffileto /etc/httpd/conf.d/ssl.conf.old, ifitexists.

6. If you are converting an existing site to use SSL (that is, if your site already has had users accessing it via HTTP and
not HTTPS), you must update your site's publishing repository to use the new SSL settings.

To do this, ask your CollabNet support representative for the fFix-publ ishing-repos-to-ssl.py script.
7. Stop TeamForge.
/etc/init.d/httpd stop

/etc/init._d/postgresql-9.0 stop
/etc/init.d/collabnet stop

8. Run the installer.

cd /opt/collabnet/teamforge-installer/6.1.1.0
/install_.sh -r -1 -V

9. Rename the /etc/httpd/conf/httpd.conf.cn_new file to httpd.conf, if it exists.
10. Start TeamForge.

/etc/init.d/httpd start
/etc/init._d/postgresql-9.0 start
/etc/init._d/collabnet start

A new Apache configuration file is created with the information you provided in the site-options.conffile. The
new file is named httpd.conf.cn_new. It contains VirtualHost sections for port 80 and port 443. All port 80
requests are redirected to port 443.

When you point your browser at CollabNet TeamForge, it should now automatically redirect to HTTPS.

Generate SSL certificates

To use https for web traffic, you will need to obtain a valid Apache SSL certificate.

When generating an Apache (mod_ssl) SSL certificate, you have two options:

« Purchase a SSL certificate from a certificate authority (CA). Searching the Web for “certificate authority" will present
several choices.

» Generate a self-signed certificate. This option costs nothing and provides the same level of encryption as a certificate
purchased from a certificate authority (CA). However, this option can be a mild annoyance to some users, because
Internet Explorer (IE) issues a harmless warning each time a user visits a site that uses a self-signed certificate.

Regardless of which option you select, the process is almost identical.

1. Know the fully qualified domain name (FQDN) of the website for which you want to request a certificate.

If you want to access your site through https://www.example.com, then the FQDN of your website is
www . example.com.

' Note: This is also known as your common name.

2. Generate the key with the SSL genrsa command.
openssl genrsa -out www.example.com.key 1024

This command generates a 1024 bit RSA private key and stores it in the file www .example.com.key.

Tip: Back up your www .example.com.key file, because without this file your SSL certificate will not
be valid.
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3. Generate the CSR with SSL req command.
openssl req -new -key www.example.com.key -out www.example.com.csr

This command will prompt you for the X.509 attributes of your certificate. Give the fully qualified domain name,
such as www . examp le . com, when prompted for Common Name.

Note: Do not enter your personal name here. It is requesting a certificate for a webserver, so the Common
Name has to match the FQDN of your website.

4. Generate a self-signed certificate.

openssl x509 -req -days 370 -in www.example.com.csr -signkey
www .example.com.key -out www.example.com.crt

This command will generate a self-signed certificate in www .example_com.crt.

You will now have an RSA private key in www .example .com.key, a Certificate Signing Request in

www .example.com.csr, and an SSL certificate in www . example .com. crt. The self-signed SSL certificate that
you generated will be valid for 370 days.

Prevent HTTPS cracking

To reduce the risk of HTTPS ciphers being cracked, allow only the strongest ciphers available.

Deploying an Apache SSL certificate and forcing https ensures that all data is encrypted. It does not, however, ensure
that the encryption methods (also known as ciphers) that are used are strong. With the ever-increasing power of computers,
many older or weaker ciphers can be cracked in a matter of days or even hours by a determined person with malicious
intentions.

1. Inthe Zetc/httpd/conft.d/ssl .conffile, find the headings SSLProtocol and SSLCipherSuite.

I Note: If they do not exist, add them below the SSLEngine line.

2. In each section, add the following two lines:

SSLProtocol all -SSLv2 SSLCipherSuite
RSA:1EXP: INULL:+HIGH:+MEDIUM: -LOW

3. Save the file and restart Apache.

apachectl restart

Protect integrations with SSL
If you have registered Secure Socket Layer (SSL) certificates, your site's users can use SSL when they set up an SCM
integration server.

If you use certificates that are generated in-house, self-signed, or signed by a non-established Certificate Authority, they
must be registered with each client system that will connect to the CollabNet TeamForge server. Registration consists
of importing custom certificates into the Java runtime's global keystore on each server.

. Important: This will affect any other Java applications on the server that use the same Java runtime.

1. Collect server certificates from all servers.

On RHEL, CentOS and other RedHat-based distributions, these are contained in
/etc/httpd/conf/ssl.crt/server.crt.

Tip: Be sure to use exactly this path, as there are other files with similar names, plus server certificates are
not really secret, but some other files are. So, files must be copied (e.g., via scp) to the same directory, and
renamed if necessary to avoid clashes. We recommend that you use the short server name of the corresponding
server for this.
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2.

Locate the Java keystore.

This is PATH_TO_JAVA/jre/lib/security/cacerts.

For example, this may be Zusr/local/j2sdk1.4.2 _10/jre/lib/security/cacerts.
Locate the Java keytool utility.

This is PATH_TO_JAVA/bin/keytool

For example, Zusr/local/j2sdk1.4.2_10/bin/keytool.

Import each server certificate into the keystore.

PATH_TO_JAVA/bin/keytool -import -keystore
PATH_TO_JAVA/jre/lib/security/cacerts -file <server>_crt -alias <server>

Note: Any value is accepted for server in -alias <server>.

At the password prompt, use changeit.
Confirm that you trust the certificate by typing yes.

Verify that all your certificates are added.

PATH_TO_JAVA/bin/keytool -list -keystore
PATH_TO _JAVA/jre/lib/security/cacerts |less

Note: The list will contain many more certificates. These are top-level CA certificates, provided with Java.

Update /etc/sourceforge.properties to enable secure communication.

a) Set sfmain.integration.listener_ssl to true.
b) Set sfmain.integration.listener_port to 443.

8. If you are running more than one separate server, repeat these steps for each server.

9.

Restart TeamForge

Now you can check the Use SSL checkbox when creating an SCM integration.

Set up external applications for a TeamForge site

When you integrate an external application into your TeamForge site, the site administrator can make that application
available to users as if it were a native TeamForge component.

Install Pebble
To see what you can do with an integrated application in TeamForge, start by installing Pebble, a blogging application
that you can configure to work as part of your TeamForge site.

1.
2.

Get the Pebble installer package from open.collab.net and unzip it.
Modify these values inthe i nstal | er/i nstal | . conf file to suit your installation environment.
Options Description

pebble.base.dir Path where you want Pebble to be installed on this host.

ctf.baseurl Absolute URL of the TeamForge site that you want to associate to, such as
https://my.ctf.instance/

tomcat.port Pebble runs on Tomcat. This token indicates which port you want Tomcat to be
running on. Make sure there are no other services running on that port.

domain The base url to be used for Pebble, such as my . ctFf. instance. (You don't need
http: or https: here.)

timezone The time zone Pebble will use to timestamp blog entries.


http://downloads-members.open.collab.net/files/documents/60/5442/pebble-iaf-6.1.1.0-175.0.zip
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Options Description

java_home Path to a JDK 1.6.x instance.

protocol http if SSL is not being used; https if SSL is being used.
data.dir Path in the file system where Pebble blogs will be stored.

Run the installer.

sudo python install_py -1 -r

Set up the initial blog data.
sudo python bootstrap-data.py

This is known as "bootstrapping™ the application.

Tip: You can bootstrap again if you want to start from scratch, but any existing blogs will be deleted if you
do.

Restart the Pebble application.

/etc/init._d/pebbled stop
/etc/init.d/pebbled start

You should now have a working Pebble instance ready to work with TeamForge. The installer has created two
configuration files: instal ler/conf/pebble-app.xml and installer/conf/pebble-dep.xml. See
Integrate Pebble into your TeamForge site on page 85 for how to use them.

Integrate Pebble into your TeamForge site
When the sample Pebble blogging application has been installed on your site, you can make it available for projects on
your TeamForge site.

Pebble must be installed and configured before you can integrate it into your TeamForge site. See Install Pebble on
page 84.

When you have integrated Pebble, projects on your site can add Pebble to their set of collaboration tools. The blogs they
create will share many of the core TeamForge features, such as authorization, authentication, go-urls, association,
linkification, templating, Project Pages components, and source code management support.

> oD E

Log into TeamForge as an admin user.

Click Integrated Apps in the Site Administration toolbar.

Click Create.

Use the Browse window to find the two configuration files that enable the Pebble application to work as a part of
TeamForge:

« pebble-app.xml (Application configuration file): Contains the text strings for the Pebble user interface.
* pebble-dep.xml (Deployment configuration file): Contains the data that Pebble needs to interact with
TeamForge.

Click Next.
On the Preview screen, review the parameters you set in the configuration files.

' Note: You may have to revise one or more values to ensure they are valid.

Click Save.
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The Pebble application is now available for all projects on your site. You can direct project administrators to the project
admin help for instructions on adding it to their own project toolbars.

Note: You may need to adjust your site's look and feel to support your integrated application. See the site admin
help for details.

Get information about a CollabNet TeamForge site

Use the snapshot. py utility to determine what processes are running on your CollabNet TeamForge site, how much
free memory is available, and other information.

1. Log into the server.
2. Find the application in distress.
3. Run the snapshot. py script.

/opt/col labnet/teamforge/runtime/scripts/snapshot.py

Snapshot gathers data from several processes running on the system, including:

e JBoss

e Tomcat

e James

¢ PostgreSQL

* Apache

» C6Migration

The information is written to LOG_DIR/runtime/snapshot. log and LOG_DIR/apps/server . log.

' Note: LOG_DIR is the directory you defined as the logging directory in the site-options.conffile.

Rebuild runtime without the install directory

You should keep your teamforge-instal ler directory around after installing TeamForge in case you need it later.
However, if you delete or lose the directory you can still rebuild the application runtime.

1. Make a copy of the runtime-options.conT to use as the new site-options.conf file.

cp /opt/collabnet/teamforge/runtime/conf/runtime-options.conf
/var/tmp/site-options.conf

2. Rebuild the application runtime using the create-runtime . py script.

/opt/collabnet/teamforge/dist/scripts/create-runtime.py —d
/opt/collabnet/teamforge/ —F /var/tmp/site-options.conf

Turn on site-wide reporting
To use the site-wide reporting functionality, you have to configure a collection of variables in the si te-options.conf

file.

' Tip: For a view of what this looks like in action, see any of the advanced installation scenarios under Install
TeamForge the advanced way on page 11.

' Note: Site administrators can view the status of the ETL server in System Tools > Server Status. The status

displays the following values:

e "OK" if enabled and running


addintegratedapptoproject.xml
addintegratedapptoproject.xml
customize.xml
customize.xml
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e "N/A" when disabled
e "Could not connect" when enabled and not running

1. Openthe site-options.conffile.
This is the master configuration file that controls your TeamForge site.

vi /opt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conf

. Note: vi is an example. Any *nix text editor will work.

2. Comment out the default HOST _localhost=app database subversion cvs variable, then add (or uncomment) the
variable that has the reporting services enabled:

HOST_ localhost=app database subversion cvs etl datamart

Note: The app attribute is the only one that must be present for this variable. The other attributes may be
assigned to other HOST variables, if those services are running on different machines. See Install TeamForge
the advanced way on page 11 for a detailed view of how this works.

3. Add these variables (or uncomment them, if they are already present) and give them the appropriate values:

REPORTS_DATABASE_NAME=ctfrptdb
REPORTS_DATABASE_PASSWORD=ctfrptpwd
REPORTS_DATABASE_USERNAME=ctfrptuser
REPORTS_DATABASE_READ_ONLY_USER=ctfrptreadonly
REPORTS_DATABASE_READ_ONLY_PASSWORD=rptropwd

4. If you want your datamart to use a different port than your site database, you can also add the
REPORTS_DATABASE_PORT variable:

REPORTS_DATABASE_PORT=5632

5. To enable Web services access to your datamart, add these variables:

ETL_SOAP_SHARED SECRET=<arbitrary_string>
SOAP_ANONYMOUS_SHARED_SECRET=<arbitrary_string>

. Tip: For more information about configuring variables, see site-options.conf on page 113.

6. Set the time you want the reporting data to be collected, if different from the default 2:30 a.m. (local time).
ETL_JOB_TRIGGER_TIME=<cron expression>

Tip: This value is a cron expression, not a time value. See ETL_JOB_TRIGGER_TIME on page 123 for
more.

7. Review the variables you've changed, then save the site-options.conffile.

Synchronize TeamForge source control integrations

Any time you upgrade your TeamForge site or a source control application, you must ensure that your users can still
access their source code.

1. Click Admin in the CollabNet TeamForge navigation bar.
2. On the site administration navigation bar, click Integrations.
3. For each source control service you are supporting, verify that the right paths are specified.
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* SOAP service host should be localhost or the host name of the server on which you just installed TeamForge.

* Repository base URL should be the URL for the top level of your source code server (which may be the same
as your application server). For example, http://<myscmbox>/svn/repos

e SCM Viewer URL should be the URL for the ViewVC application on your source control server. For example,
http://<myscmbox>/integration/viewvc/viewvc.cgi

4. Select all your source code integrations and click Synchronize Permissions.
This updates the permissions on your code repositories so that users can access them from the new site.

Note: By default, the DISABLE_CREATE_INTEGRATION_SERVERS flag in the site-options.conf
file is set to false, which allows users to create new external integrations. To suppress the ability to add
integrations, change this setting to true and recreate the runtime environment before making the site available
to users.

Provide more than one source control server

To run more than one source control server of the same type on your site, each integration must have its own unique
name and data directory.

Note: No single server can host more than one source control integration of the same type. If you want to have
more than one Subversion integration, they must run on separate machines. The same is true for CVS integrations.

1. Manually create the necessary directories on NetApp.

Important: Each directory must have its own unique name. For example, if the first Subversion instance
is named svnroot, you might name the second instance svnroot_2.

2. Set the permissions on the new directories to ctF-admin:ctf-admin

3. For each such directory on the NetApp, create a separate symlink in the local filesystem pointing to the NetApp
mount folder.
For example, assuming the NetApp mount is mounted on the /shared mount point in the local filesystem:

sudo In -s /svnroot /shared/svnroot 2

Note: Only one source code integration of any one type can run on a machine.

Upgrade Subversion
Use the yum package manager to upgrade to the latest supported Subversion release.

TeamForge 6.1.1 supports Subversion 1.7.2.
Details of the Subversion repository file:

FileName: subversion-1.7.2.repo

Content:

[Col labNetSVN]

name=col labnet_svn
baseurl=http://packages.collab.net/6.1.2.0/redhat/5Server/$basearch
gpgkey=http://packages.collab.net/RPM-GPG-KEY-col labnet

enabled=1

gpgcheck=0

1. Login as root and stop all col labnet services.
2. Copy file subversion-1.7_2.repoto /etc/yum/repos.d/
3. Check that Subversion 1.7.2 is available for upgrade:
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yum list subversion

4. Upgrade Subversion.

yum update subversion subversion-perl subversion-python mod_dav_svn

5. Verify the Subversion upgrade.

rpm -qa | grep subversion
svn --version | grep " version”

6. Change to the runtime/scripts directory.

cd /opt/collabnet/teamforge/runtime/scripts

Note: In the case of a multi-box setup, where SCM resides on a separate server, skip the next step and go
directly to the last step to restart col labnet services

7. Start all col labnet services

/etc/init.d/collabnet start

Upgrade Subversion in CEE to CTF 6.1.1 migrated sites
TeamForge 6.1.1 supports Subversion 1.7.2

These are the steps to upgrade Subversion in CEE to TeamForge 6.1.1 migrated sites.
1. Stop col labnetservices.

sudo Zetc/init.d/collabnet stop

2. Uninstall the bdb instance set.

cd /var/ops/teamforge-installer/6.1.1.0
sudo ./instance-set-install._sh -d /Zopt/collabnet/teamforge -f
bdb.svn_httpd-inst-x86 64-manifest-6.1.1.0.175-1 -u

' Note: Instance set uninstallation successful. Do you want to start collabnet services? [YES/NO] NO

Details of the Subversion repository file:

FileName:subversion-1.7.2.repo

Content:

[Col labNetSVN]

name=col labnet_svn
baseurl=http://packages.collab.net/6.1.2.0/redhat/5Server/$basearch
gpgkey=http://packages.collab.net/RPM-GPG-KEY-col labnet

enabled=1

gpgcheck=0

3. Copy file subversion-1.7_2._repoto /etc/yum.repos.d/
4. Install the bdb instance set.

cd /var/ops/teamforge-installer/6.1.1.0
sudo ./instance-set-install.sh -d /Zopt/collabnet/teamforge -f
bdb.svn_httpd-inst-x86_64-manifest-6.1.1.0.175-1
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. Note: Instance set uninstallation successful. Do you want to start collabnet services? [YES/NO] NO

5. Verify the Subversion upgrade.

rpm -ga | grep CTF-subversion
svn --version | grep " version”

Important: The next 2 steps are required only if Subversion is upgraded on the app server. In case of a
multi-box setup, where SCM resides on a separate server, skip the next 2 steps and go to the last step to
restart collabnet services.

6. Run the Subversion upgrade script.

cd /opt/collabnet/teamforge/runtime/scripts
sudo ./svn-upgrade-working-copies.sh

. Note: Do the following verifications to upgrade to Subversion 1.7.2

Change the directory to

cd /opt/collabnet/teamforge/var/publish/<Any project®s publishing
directory>/www

sudo /usr/sbin/svn --version

sudo Zusr/sbin/svn --info

7. Set the permissions for branding and publish directories.

cd /opt/collabnet/teamforge/runtime/scripts
sudo eval ~./options-to-shell-variables.py
sudo chown $HTTPD_USER:$HTTPD_GROUP $OVERRIDES_DIR $PUBLISH_DIR -R

8. Start all col labnetservices.

sudo /Zetc/init.d/collabnet start

Change your site's domain name

To change the domain name of your site, you must change the name in the file system, the database, and any integrated
applications. TeamForge provides a script for each of these.

1. Make sure your site's database and file system are backed up.
2. Inthe site-options.conf file, update the domain name (and hostname if needed), then save the file.

DOMAIN_<Host_Name>=<Domain_Name>
JAMES POSTMASTER_EMAIL=root@<Domain_Name>
JAMES MTA HOST=<Domain_Name>

For example:

DOMAIN_mybox.supervillain_net=www.smileyface.com
JAMES POSTMASTER_EMAIL=root@www.smileyface.com
JAMES _MTA HOST=www.smileyface.com

3. Go to the TeamForge scripts directory.



CollabNet TeamForge 6.1.1 | CentOS system administrator how-tos | 91

cd /opt/collabnet/teamforge/runtime/scripts/

4. Run the script to change the domain in the file system.

./domain_change fs.pl --old=www.myoldsitename.net --new=www.mynewsitename.net
> /tmp/domain_change_fs.out 2>&1

5. Run the script to change the domain in the database.

./domain_change_db.pl --old=www.myoldsitename._net --new=www.mynewsitename.net
> /tmp/domain_change_db.out 2>&1

6. If your site has Project Tracker integrated, run the script to change the domain in Project Tracker.

./domain_change_pt.py --oldDomain=www.myoldsitename.net
--newDomain=www.mynewsitename.net > /tmp/domain_change pt.out 2> &1

Specify DNS servers

Define the DNS servers with which you want CollabNet TeamForge to resolve URLSs by listing them in the
resolv.conf file.

1. Inthe Zetc/resolv.conf file, list the servers you want to use for resolving Internet addresses.
2. Rebuild the runtime environment.

./Zinstall.sh -V -r -d /opt/collabnet/teamforge

3. Restart CollabNet TeamForge .

/etc/init.d/httpd start
/etc/init.d/postgresql-9.0 start
/etc/init.d/collabnet start

Optimize PostgreSQL with vacuum
To optimize your PostgreSQL database, run a built-in utility called "vacuum."

Normal use of database software often creates data overhead that needs to be cleaned periodically in order to ensure
optimal speed and stability. This overhead is usually the result of temporary files and indexes that the database creates
(analogous to a fragmented hard disk.)

The vacuum utility runs on a live database and, like the backup command, can be scripted to run nightly or at minimal
server load times.

1. To vacuum the CollabNet TeamForge database, run the vacuum command as the PostgreSQL user.
vacuumdb -h “hostname™ -U <DATABASE_USERNAME> -z <DATABASE_NAME>
For example, using the default values in the site-options.conf file:

vacuumdb -h “hostname™ -U ctfuser -z ctfdb

2. To set up automatic vacuuming of the database based on activity statistics, set up auto-vacuuming according to these
instructions:

http://www.postgresgl.org/docs/8.2/interactive/routine-vacuuming.htmli#AUTOVACUUM.


http://www.postgresql.org/docs/8.2/interactive/routine-vacuuming.html#AUTOVACUUM
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Change the location of a log file
To change where log files are written to, edit the site-options.conf file and restart the runtime environment.

1. Stop the site.

/etc/init.d/collabnet stop all

2. Inthe Zopt/collabnet/teamforge-installer/6.1.1.0/conf/site-options.conffile, change
the value of the LOG_DIR variable to reflect the location where you want the log files to be written.

3. Recreate the runtime environment.

/Zinstall.sh -V -r -d /Zopt/collabnet/teamforge

4. Start the site.

/etc/init.d/httpd start
/etc/init.d/postgresql-9.0 start
/etc/init._d/collabnet start

All future Apache logs, mail logs, database logs, java logs, and other logs will be written to the new location.

Change the logging level on your site
To support troubleshooting, you may need to set the logging level appropriately. Here's how to do that.

1. Edit SRUNTIME/ jboss/server/default/conf/l1og4j - xml
2. Locate the VAFILE appender that starts with this line:
<appender name="VAFILE"™ ...

3. Change the value of the LevelMin parameter to INFO, DEBUG. ERROR, or WARN.
For example:
<filter class="org.apache.log4j.varia.LevelRangeFilter">

<param name="LevelMin" value="INFO"/>
</Tilter>

4. Locate the com.vasoftware package category that looks like this:

<category name="‘com.vasoftware' additivity="false'">
<I-- To turn on the debugging output into vamessages.log,
change this INFO line to DEBUG and remove LevelRangeFilter of
VAFILE appender -->
<priority value="INFO"/>
<appender-ref ref="VAFILE"/>
</category>

5. Set the value of the priority variable to INFO, DEBUG. ERROR, or WARN.

Note: This does not require a restart. JBoss picks up these changes on the fly.

Raise the logging visibility of selected database requests
For easier troubleshooting, you can dictate that certain database requests get logged in a handy central log file.

For example, database requests that run longer than 10 seconds are likely candidates for troubleshooting. You can have
such requests automatically logged in the vamessages . 1og file for your inspection. The exact length of time after
which a request becomes problematic depends on your environment.

How it works:
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« All database queries are logged at DEBUG level by default.
« By default, the vamessages. log file is configured to include all events logged at the INFO level or higher.

« Data